Neural Networks for

Machine Learning
demonstrations
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Neural Network Architectures

Current focus on large networks with
different “architectures” suited for different
kinds of tasks

e Feedforward Neural Network (aka MLP)
e CNN: Convolutional Neural Network

* RNN: Recurrent Neural Network

¢ STM: Long Short Term Memory

e Transformer



Neural Network Colab Notebooks
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< 00_MLP.ipynb

The multi-layer perceptron is the
simplest neural network architecture
and the only one that scikit leatn
supports

from sklearn.neural network import M
from sklearn.model selection import

from sklearn.preprocessing import no:
from sklearn.datasets import load ir
import sklearn.metrics

00_MLP_iris.ipynb

04_text_classification...
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CO CNN_MNIST.ipynb

Classifying digits with
convolutional neural networks

This notebook contains the solution to
the MNIST activity.

Load the data

Both Keras and TF-Learn contain the

01_MNIST.ipynb B 02_CNN_MNIST.ipynb

05_RNN_text classific... B  06_transformer_gpt2...

03_CNN_fashion.ipynb
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