


Alternating Sequence of CPU And /O Bursts

load store
add store
read from file

it for [0

store increment
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Histogram of CPU-burst Times
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Prediction of the Length of the Next CPU Burst
12 =
T, 10
sk
t 6
By
4 -
2=
time —p
CPU burst () 6 4 6 4 13 13 13
"guess” (t;) 10 8 6 6 5 9 1 12
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Examples of Exponential Averaging

H o=0
Thi1 = Tn
Recent history does not count.
H o=
Tn+1 = tn
Only the actual last CPU burst counts.
B If we expand the formula, we get:
T =0t+(7-0)ot, -7+...
+1-a)ot -1+...
+(1-a ="t 1,
B Since both o and (1 - o) are less than or equal to 1, each
successive term has less weight than its predecessor.
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Priority Scheduling

B A priority number (integer) is associated with each
process
B The CPU is allocated to the process with the highest
priority (smallest integer = highest priority).
Preemptive
nonpreemptive
B SJF is a priority scheduling where priority is the predicted
next CPU burst time.
B Problem = Starvation — low priority processes may never
execute.
B Solution = Aging — as time progresses increase the
priority of the process.
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Round Robin (RR)

B Each process gets a small unit of CPU time (time
quantum), usually 10-100 milliseconds. After this time
has elapsed, the process is preempted and added to the
end of the ready queue.

B [f there are n processes in the ready queue and the time
quantum is g, then each process gets 1/n of the CPU time
in chunks of at most q time units at once. No process
waits more than (n-1)g time units.

B Performance

glarge = FIFO

g small = g must be large with respect to context switch,
otherwise overhead is too high.
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Turnaround Time Varies With The Time Quantum
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Multilevel Queue

B Ready queue is partitioned into separate queues:
foreground (interactive)
background (batch)

B Each queue has its own scheduling algorithm,
foreground — RR
background — FCFS

B Scheduling must be done between the queues.

Fixed priority scheduling; (i.e., serve all from foreground
then from background). Possibility of starvation.

Time slice — each queue gets a certain amount of CPU time
which it can schedule amongst its processes; i.e., 80% to
foreground in RR

20% to background in FCFS
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Example of Multilevel Feedback Queue

B Three queues:
Q, — time quantum 8 milliseconds
Q, —time quantum 16 milliseconds
Q,-FCFS

B Scheduling

A new job enters queue Q, which is served FCFS. When it
gains CPU, job receives 8 milliseconds. If it does not finish
in 8 milliseconds, job is moved to queue Q.

At Q, job is again served FCFS and receives 16 additional
milliseconds. If it still does not complete, it is preempted
and moved to queue Q..
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Multilevel Feedback Queues
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Evaluation of CPU Schedulers by Simulation

simulation o statistics
for FCFS
FCFS
CPLU 10
1o 213
actual CcPU 12 perfarmance
Process = 10 112 | simulation mfp  statistics
axecution cPU 2 for SJF
110 147 SJF
CPU1T73
frace tape
performance
simulation o stafistics
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Operating System Concepts 6.31 Silberschatz, Galvin and Gagne ©20021)§Q
=
Solaris 2 Scheduling
class-
global scheduling sr.)er:i!ic scheduler run
priority order priorities classes queue
highest first real time kernel
o__. threads of real-
time LWPs
Q=
system kernel
o_ service
threads
o
interactive and kernel
time sharing o__._. threads of
interactive and
time-sharing
LWPs
Qr
lowest last )/»[ s
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Windows 2000 Priorities

Operating System Concepts

real- . above below idle

time high normal normal normal priority
time-critical 31 15 15 15 15 15
highest 26 15 12 10 8 6
above normal 25 14 11 9 7 5
normal 24 13 10 8 6 4
below normal 23 12 9 7 5 3
lowest 22 11 8 6 4 2
idle 16 1 1 1 1 1
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