








Depiction of 2000 Architecture
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System Components — Kernel

® Foundation for the executive and the subsystems.
m Never paged out of memory; execution is never
preempted.
B Four main responsibilities:
~ thread scheduling
- interrupt and exception handling
- low-level processor synchronization
~ recovery after a power failure
m Kernel is object-oriented, uses two sets of objects.

- dispatcher objects control dispatching and synchronization
(events, mutants, mutexes, semaphores, threads and
timers).

= control objects (asynchronous procedure calls, interrupts,
power notify, power status, process and profile objects.)
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Executive — Naming Objects

m The 2000 executive allows any object to be given a
name, which may be either permanent or temporary.

B Object names are structured like file path names in MS-
DOS and UNIX.

B 2000 implements a symbolic link object, which is similar
to symbolic links in UNIX that allow multiple nicknames or
aliases to refer to the same file.

B A process gets an object handle by creating an object by
opening an existing one, by receiving a duplicated handle
from another process, or by inheriting a handle from a
parent process.

m Each object is protected by an access control list.
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Executive — Virtual Memory Manager

® The design of the VM manager assumes that the
underlying hardware supports virtual to physical mapping
a paging mechanism, transparent cache coherence on
multiprocessor systems, and virtual addressing aliasing.

® The VM manager in 2000 uses a page-based
management scheme with a page size of 4 KB.

® The 2000 VM manager uses a two step process to
allocate memory.

The first step reserves a portion of the process’s address
space.

The second step commits the allocation by assigning space
in the 2000 paging file.
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Virtual-Memory Layout

prge- page g
Heciory drgciony EnRCtory
ANy L
[E] ; 1023
il||_.i' 1'-\!
pags- pagE page- P s RADH-
tabés falbilz O takla taihiba tabin 1023 tabla
antry aniry erry eniry
o 1023 a o JiEE]
Ld ¥ L b
K LK qK LK
page page pags page

‘!! .llt ’ Operating System Concepts 21.17 Silberschatz, Galvin and Gagne 12002

Virtual Memory Manager (Cont.)

~ m The virtual address translation in 2000 uses several
data structures.
- Each process has a page directory that contains 1024
page directory entries of size 4 bytes.

- Each page directory entry points to a page table which
contains 1024 page table entries (PTESs) of size 4 bytes.

- Each PTE points to a 4 KB page frame in physical
memory.

m A 10-bit integer can represent all the values form 0 to
1023, therefore, can select any entry in the page
directory, or in a page table.

m This property is used when translating a virtual address
pointer to a bye address in physical memory.

B A page can be in one of six states: valid, zeroed, free

standby, modified and bad.
Q ’ Operating System Concepts 21.18 Silberschatz, Galvin and Gagne (12002




10



11



12



13



14



15



16



17



-Volume Management and Fault Tolerance

e Ft Di sk, the fault tolerant disk driver for 2000, provides
several ways to combine multiple SCSI disk drives into
one logical volume.

m Logically concatenate multiple disks to form a large
logical volume, a volume set.

m Interleave multiple physical partitions in round-robin
fashion to form a stripe set (also called RAID level 0, or
“disk striping”).

~ Variation: stripe set with parity, or RAID level 5.

®m Disk mirroring, or RAID level 1, is a robust scheme that
uses a mirror set — two equally sized partitions on tow
disks with identical data contents.

m To deal with disk sectors that go bad, Ft Di sk, uses a
hardware technique called sector sparing and NTFS uses
a software technique called cluster remapping.

h Operating System Concepts 21.35 Silberschatz, Galvin and Gagne 12002

~Volume Set On Two Drives

ek 1 (2.5 GAE} digk 2 (2.5 08)

D disk C: [FAT) 2GBE

| LCHs 122001 -TATIE® |

. - — : . Ingpcal drive O (NTFS) 3048
B L Chs o3 28000

h Operating System Concepts 21.36 Silberschatz, Galvin and Gagne (12002

18



gk 143 GE

sk 12 GB)

disk 3 (3 GE]

ey 315

~ LCH3 B-15

LM 16-31

pariry 16-31

I hogical divve C: 4GB

19



20



21



22



Networking — Protocols (Cont.)

B The Data Link Control protocol (DLC) is used to access
IBM mainframes and HP printers that are directly
connected to the network.

B 2000 systems can communicate with Macintosh
computers via the Apple Talk protocol if an 2000 Server
on the network is running the Windows 2000 Services for
Macintosh package.
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Networking — Dist. Processing Mechanisms

B 2000 supports distributed applications via named
NetBIOS,named pipes and mailslots, Windows Sockets,
Remote Procedure Calls (RPC), and Network Dynamic
Data Exchange (NetDDE).

m NetBIOS applications can communicate over the network
using NetBEUI, NWLink, or TCP/IP.

® Named pipes are connection-oriented messaging
mechanism that are named via the uniform naming
convention (UNC).

B Mailslots are a connectionless messaging mechanism
that are used for broadcast applications, such as for
finding components on the network,

m Winsock, the windows sockets API, is a session-layer
interface that provides a standardized interface to many
transport protocols that may have different addressing
schemes.
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