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Constructing Larger Adders
• A 16-bit adder can be made up of a cascade of four 4-bit ripple-

carry adders. Circuit gets slower as it gets bigger…..
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Full Subtractor
• Truth table and schematic symbol for a ripple-borrow subtractor:
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Ripple-Borrow Subtractor

• A ripple-borrow subtractor can be composed of a cascade of full 
subtractors.

• Two binary numbers A and B are subtracted from right to left, 
creating a difference and a borrow at the outputs of each full 
subtractor for each bit position.
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Combined Adder/Subtractor
• A single ripple-carry adder can perform both addition and 

subtraction, by forming the two’s complement negative for B when 
subtracting.  (Note that +1 is added at c0 for two’s complement.)
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Carry-Lookahead Addition

Gi = aibi   and   Pi = ai + bi

c0 = 0 

c1 = G0 

c2 = G1 + P1G0 

c3 = G2 + P2G1 + P2P1G0 

c4 = G3 + P3G2 + P3P2G1 + P3P2P1G0

•  Carries are represented in 
terms of Gi (generate) and Pi 
(propagate) expressions.

Notice that carry terms are 
generated from inputs and 
not other carry terms
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Carry Lookahead Adder

• Maximum gate 
delay for the carry 
generation is only 
3. The full adders 
introduce two more 
gate delays.  Worst 
case path is 5 gate 
delays.
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NOR Gate with Lumped Delay

•  The delay between input and output (which is lumped at the 
output for the purpose of analysis) is at the basis of the 
functioning of an important memory element, the flip-flop.
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S-R Flip-Flop

•  The S-R flip-flop is an active high (positive logic) device.
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NAND Implementation of S-R Flip-Flop
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A Hazard

•  It is desirable to be able to “turn off” the flip-flop so it does not 
respond to such hazards.
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A Clock Waveform: The Clock Paces 
the System

•  In a positive logic system, the “action” happens when the clock 
is high, or positive.  The low part of the clock cycle allows 
propagation between subcircuits, so their inputs settle at the 
correct value when the clock next goes high.
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Scientific Prefixes
• For computer memory, 1K = 210 = 1024. For everything else, 
like clock speeds, 1K = 1000, and likewise for 1M, 1G, etc.
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Clocked S-R Flip-Flop

•  The clock signal, CLK, enables the S and R inputs to the flip-
flop.
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Clocked D Flip-Flop

•  The clocked D flip-flop, sometimes called a latch, has a potential 
problem: If D changes while the clock is high, the output will also 
change. The Master-Slave flip-flop (next slide) addresses this 
problem.
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Master-Slave Flip-Flop

•  The rising edge of the clock loads new data into the master, 
while the slave continues to hold previous data.  The falling edge 
of the clock loads the new master data into the slave.
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Clocked J-K Flip-Flop
•  The J-K flip-flop eliminates the disallowed S=R=1 problem of the S-
R flip-flop, because Q enables J while Q’ disables K, and vice-versa.

•  However, there is still a problem. If J goes momentarily to 1 and 
then back to 0 while the flip-flop is active and in the reset state, the 
flip-flop will “catch” the 1. This is referred to as “1’s catching.”
•  The J-K Master-Slave flip-flop (next slide) addresses this problem.
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Master-Slave J-K Flip-Flop
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Clocked T Flip-Flop

•  The presence of a constant 1 at J and K means that the flip-flop 
will change its state from 0 to 1 or 1 to 0 each time it is clocked by 
the T (Toggle) input.
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Negative Edge-Triggered D Flip-Flop
•  When the clock is 
high, the two input 
latches output 0, so the 
Main latch remains in its 
previous state, 
regardless of changes 
in D.

•  When the clock goes 
high-to-low, values in 
the two input latches 
will affect the state of 
the Main latch.
•  While the clock is low, 
D cannot affect the Main 
latch.
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