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Document Ontology Extractor: DOE

The goal of Document Ontology Extractor (DOE) project is to construct a system capable of reading a standard text file document, performing semantic analysis on the document and generating a useful ontology. This process should be automated as much as possible. Methods used for extracting ontological information might include statistical methods and user feedback. One of the important requirements for the project is that the program be in the Java language.

To accomplish this goal we should perform the following tasks:

· Represent textual document as a set of meaningful terms. This is a form of keyword indexing. Then we can assign a numeric weight to each term, representing the usefulness of the given term as a descriptor of the given document (Fig.1).









· Associate and link terms in the document into a meaningful ontology. Building ontology
·  is a complicated task, and to automate this process requires that several difficult problems should 
· be solved. These problems include the deciding the criteria used to link terms, and types of term links, discerning significant terms from idiom structures and providing meaningful labels for abstract concepts.
· Integrate the components of the system into a robust and easily used tool.
· Test the system by running it on input documents. 
· Tune the system
Using an article of Washington Post as an input textual file (Appendix 1) we tested the effectiveness of pre-processing procedures. 

PRE-PROCESSING:
 Our basic program counts the frequencies of the terms in textual document. To extract meaningful terms from a text some pre-processing should be performed while reading the input document.

1. Numbers and punctuation marks standing alone should be cut; for example,   “55”, “720”, “90”, “4”, “ - ” 

2. It is necessary to cut punctuation marks at the end of the words; e.g., the program should not distinguish the words “school” and “school,”  “theaters” and “theaters”, from each other.

3. The Program shouldn’t be sensitive to the case and all the words should be examined as low-case words; e.g., if the text contains words “school” and “School”, the frequency of the word “school” in the output of the program should  be two.
4. It is important to exclude “stop” words – articles, preposition, unions   etc. – which cannot be used as descriptors of any document (words like “and”, “the”,  “when”, “though”, “for” etc.). To achieve that goal, we prepare a “stop list” of such “noise” words (now approximately 250 words) in additional file. The program construct s a hash-table based on that list so that the current token in input file is compared with the content of this hash-table.

5. One more aspect of pre-processing is correct counting of the words in specific grammatical forms (irregular verbs, nouns of Latin origin etc.)  We prepared one more auxiliary file which produced another hash-table to replace derivative forms with original ones; 
a. e.g.

“broke”
-
“break”

“broken”
-
“break” 
“phenomena”  -
“phenomenon”

By using this procedure for the text containing words “break” and “broken” the program gives a frequency of two for the word “break”

6. And finally the last procedure of the pre-processing stage – “stemming”. The objective is to eliminate the variation that arises from the occurrence of different grammatical forms of the same word (e.g., “president” - “presidential”, “toured” - “tour”, “worked” - “workers “etc.).   
7. This was done by using the array of words endings (more than 20 of the most common endings); current token is checked for the presence of specified endings - if it has one, then this ending is cut and variations of the “root” with other endings are checked.

This pre-processing leads to the following output (Table 1). Here we show  only words occurring in the text more than once.

	3  -  opened
3  -  closed

2  -  prayer

4  -  try

2  -  constructor

3  -  carry

2  -  lake

2  -  emotional

3  -  relations

3  -  kind

2  -  develop

2  -  associate

2  -  write

5  -  los

5  -  angeles

3  -  day

4  -  president

9  -  clinton

3  -  invest

2  -  poorest

4  -  area

2  -  country

2  -  recover

2  -  dead

5  -  riots

5  -  people

2  -  visit

2  -  community

	2  -  watts
2  -  make

2  -  today

4  -  help

2  -  disadvantaged

2  -  skills

3  -  high

2  -  jobs

2  -  new

2  -  magic

2  -  johnson

2  -  star

5  -  south

3  -  inner

3  -  cities

2  -  movie

2  -  theater

3  -  tour

2  -  transportation

3  -  care

4  -  academy

2  -  program

4  -  school

2  -  black

2  -  facility

2  -  students

2  -  percent

2  -  go

	2  -  conference
2  -  chief

2  -  age

3  -  white 

2  -  house

3  -  work

2  -  force

2  -  say

2  -  announce

2  -  initiative

2  -  partnership

2  -  watch

2  -  side

3  -  take

2  -  damaged

2  -  economic

2  -  see

3  -  banks

2  -  loans

2  -  residents

2  -  open

2  -  phoenix

2  -  producer

2  -  plant

3  -  tortilla

3  -  blessed




Table 1

NORMALIZATION: So, our next task was to calculate the normalized weight of each word by using obtained term frequencies. We used one of the traditional methods  - so-called “cosine normalization” - and calculated the statistical weight of each term as a relation of word frequency to the total number of meaningful words in the document :   

i = freqi / (freqk),
k = 1,2…n

Then it is necessary to take into account the document length normalization component to avoid different weight for the terms with the same frequency occurring in documents of different length. The document length normalization component is:

{1/ (k2)} 1/2, 

k = 1,2…n
Normalized output for the words occurring in the tested document more than twice are  shown in Table 2.
FREQUANCY      WORD              WEIGHT

5                           los                
0.17937425

5                           angeles                
0.17937425

  3                           day               
  0.107624546

                                     4                           president                 0.1434994

9                           clinton               
0.32287365

 3                           invest                
 0.107624546

                                     4                           area                
 0.1434994

5                           riots                
0.17937425

5                           people                
0.17937425

                                     4                           help                
 0.1434994

 3                           high                
 0.107624546

5                           south                
0.17937425

 3                           inner               
 0.107624546

 3                           cities                
 0.107624546

 3                           tour                
 0.107624546

 3                           care                
 0.107624546

                                     4                           academy                 0.1434994

                                     4                           school                
 0.1434994

 3                           white                
 0.107624546

                                     4                           million                
 0.1434994

 3                           work                
 0.107624546

 3                           take                
 0.107624546

 3                           banks                
0.107624546

 3                           tortilla                
0.107624546

 3                           blessed                
0.107624546
Table 2.

LATENT SEMANTIC INDEXING (LSI):
 So now we can represent a textual document as a set of meaningful normalized terms.

In the case of a collection of n documents with m meaningful terms we can construct output as a term-document matrix. Each row in this matrix represents a term, and each column represents a document.

This approach of using terms as the descriptors of a document has certain drawbacks. Its major limitation is that it assumes that the terms are independent. Hence, the relationships among terms are ignored, e.g., the fact that some terms are likely to co-occur in documents about a given topic because they all refer to aspects of that topic.

To capture these term-term statistical relationships, we will research Latent Semantic Indexing approach (which is a statistical method with link- terms into useful semantic structure). 

By using this method each document is represented not by terms but by concepts  that are truly statistically independent in a way that terms are not. 
LSI attempts to capture some of these semantic term dependencies using a pure statistical and automatic method, i.e., without syntactic or semantic natural language analysis and without manual human intervention.

LSI accomplishes this by using a method of matrix decomposition called Singular Value Decomposition (SVD).

SVD computes three matrices U, S and V such that the m x n term-document matrix A, of rank r, can be expressed as their product:
A = U * S * VT

where U is an  m x m  orthogonal matrix; S is the m x n diagonal matrix in which the singular values of A are listed in descending order; and V is an  n x n orthogonal matrix.  The number of non-zero singular values is the same as the rank of the original matrix. The rank of A is r, so




A r

           U
   
    S
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        m x r

  r x r

        r x n

Matrix U represents each term used in a collection (total number of terms is m which is the number of rows in U) with r concepts  (number of columns in U). V is a document matrix; each column of V is one of the r-derived concepts, each row represents one document. Matrix S is the diagonal matrix formed by the singular values of A in descending order (singular values of A are the non-negative square roots the eigenvalues of AAT or ATA) 

NEXT STEPS: 
We plan to research SVD methods and apply an optimum method  to    build ontologies for electronic documents.
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LOS ANGELES (AP) - For three days, President Clinton has stressed the need to invest in the poorest areas of the country. But here, on economically deprived turf that is still trying to recover from deadly race riots, he is arguing for investing in the poorest people themselves.
The president was visiting the community of Watts, scarred by riots nearly 30 years apart, to make the case today for private firms to help disadvantaged young people gain the skills they need for high-tech jobs in the new millennium.

Among those lined up to accompany Clinton was Magic Johnson, the former Los Angeles Lakers star who has revitalized South Central L.A. and other inner cities with multiplex movie theaters.

Clinton was touring the Transportation Career Academy Program within Alain Leroy Locke High School, named for the first black Rhodes scholar. The facility helps prepare students for careers in transportation-related fields from urban planning to architecture. Since 1994, 1,800 students have participated in the academy, and 90 percent who graduate go on to college.

Later, Clinton was going to nearby Anaheim for the annual conference of the National Academy Foundation - where chief executives were huddling to discuss ways to connect employers with disadvantaged youth, especially those ages 16 to 24. The White House estimated that 10 million people in that age group are out of school, and 4 million of them lack a high school diploma.

 "They have to pay attention to and care about the development of the work force," said deputy White House chief of staff Maria Echaveste. "They can't be competitive, they can't stay profitable, if they don't have a work force that is skilled and that is trained.” At the conference, Clinton was to announce an 8 million initiative to help create "information academies" within inner-city and rural schools. The initiative is a partnership between the Department of Labor and companies such as AT&T, Lucent Technologies and Cisco Systems. 

That announcement closes out Clinton's tour, but he will remain in Los Angeles through Saturday to watch the U.S. women's soccer team compete for the World Cup. 

Today's visit to Los Angeles' south side takes Clinton back to an area he first canvassed as a presidential candidate in May 1992, just days after riots in the wake of police acquittals in the beating of motorist Rodney King left 55 people dead and 720 buildings destroyed or damaged by fire.

Part of the complaint then - as it was in 1965, when 34 people died in Watts rioting- was the need for better access to jobs and social investment to eliminate the economic isolation of the inner city. 

The president will see a changed South L.A. After the 1992 riots, banks and federal redevelopment programs have made millions of dollars in loans and grants to local businesses, and many damaged areas have been rebuilt. And while residents welcome the government's help, there is a thriving spirit of free-enterprise and self-reliance. 

The Baldwin Hills Crenshaw Plaza mall, boosted by a Magic Johnson movie theater and its proximity to affluent black neighborhoods, is booming with an occupancy rate of more than 90 percent. In other areas, retailers have opened new stores. Three banks, Washington Mutual, Wells Fargo and Hawthorne Savings, partnered with Operation Hope to open banking centers where residents can apply for loans and take classes on managing their finances. 

The president flew to Los Angeles from Phoenix, where he toured the facilities of La Canasta, a successful food producer, to highlight the needs of the Latino community on that city's south side.

He strolled through the plant with owner Carmen Abril Lopez and watched as thousands of  tortillas coursed past him on conveyor belts. While workers in white shirts and baseball caps removed the flawed ones, Clinton took a tortilla in his hands and inspected it, marveling at the fact that the plant produces and sells 840,000 tortillas each day.

"Our country has been really blessed by these good economic times," Clinton said. "But we know, as blessed as America has been, not every American has been blessed by this recovery. All you have to do is drive down the streets of South Phoenix to see that."
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