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Abstract 
Broadcast media are declining in their power to decide 
which issues and viewpoints will reach large audiences. 
But new information filters are appearing, in the guise 
of recommender systems, aggregators, search engines, 
feed ranking algorithms, and the sites we bookmark 
and the people and organizations we choose to follow 
on Twitter. Sometimes we explicitly choose our filters; 
some we hardly even notice. Critics worry that, collec-
tively, these filters will isolate people in information 
bubbles only partly of their own choosing, and that the 
inaccurate beliefs they form as a result may be difficult 
to correct. But should we really be worried, and, if so, 
what can we do about it? Our panelists will review what 
scholars know about selectivity of exposure preferences 
and actual exposure and what we in the CSCW field can 
do to develop and test ways of promoting diverse expo-
sure, openness to the diversity we actually encounter, 
and deliberative discussion. 
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Selective Exposure 
Media policy in the United States has long had a focus 
on promoting audiences’ exposure to diverse infor-
mation. One rationale is that development of accurate 
beliefs requires some degree of exposure to information 
that challenges one’s existing beliefs and opinions [1, 
2]. Partisan selective exposure correlates with higher 
levels of attitudinal polarization and greater fragmenta-
tion in issue priorities (see, e.g., [3-5]). Moreover, 
there is a natural tendency for people, particularly 
those in the minority, to think that their own views are 
more broadly shared than they actually are [6, 7]. Hav-
ing a better assessment of the true popularity of one’s 
opinions may lead people to accept the legitimacy of 
disagreeable outcomes in the political sphere, rather 
than concocting conspiracy theories to explain how the 
supposed majority will was thwarted. There is one po-
tential positive effective of selective exposure, howev-
er: likeminded media use can inspire greater rates of 
political participation (see, e.g., [4, 8]). 

In the Internet era, with large media providers no long-
er serving a gatekeeping function, the diversity of indi-
vidual exposure will turn on the choices of individual 
users (what sites we visit; who we friend and follow) 
and the choices of algorithms (search engines; news 
aggregator; feed ranking algorithms). Negroponte 
coined the phrase “The Daily Me” to refer to personal-
ized news aggregators [9]. Pariser coined the phrase, 
“Filter Bubble” [10] to capture the idea that people may 
not be aware of the personalized filtering that is per-

formed on their behalf, and thus not know what they 
are missing or even that they are seeing a very differ-
ent set of things than other people see. 

A preference for politically likeminded media sources 
has been widely demonstrated in the United States [3, 
4, 11, 12] (Iyengar & Hahn, 2009; Knobloch-
Westerwick & Meng, 2009; Stroud, 2008, 2011). There 
is some evidence, however, of individual differences: 
some people prefer collections of news articles that 
include some counter-attitudinal articles over collec-
tions of purely agreeable items [13]. In addition, the 
draw of likeminded messages is far stronger than the 
repelling power of counter-attitudinal messages [14, 
15]. The best evidence is that, actual ideological isola-
tion in people’s online news exposure is lower than 
many feared and lower than their day-to-day face-to-
face interactions, but higher than their ideological isola-
tion for most offline news sources [16-18]. And even 
those who prefer like-minded media may be open to 
exposure to some counter-attitudinal messages, if 
those messages convey some other utility, such as 
scoring high on other quality dimensions the user cares 
about [19]. 

Thus, it may be possible to develop systems that nudge 
people toward more diverse exposure. One approach is 
to provide diversity-aware news aggregators. For ex-
ample, Park et al. demonstrated that displaying multi-
ple articles about the same news event, divided into 
clusters that emphasize different aspects of the event, 
causes people to read more diverse news stories than a 
simple random list [20]. Or, a news aggregator might 
set a higher “quality” threshold for counter-attitudinal 
stories, but still show the best of them.  



 

A second approach is to provide subtle nudges that 
encourage individuals to choose diverse exposure. For 
example, Munson has implemented a browser exten-
sion that displays feedback about the left-right balance 
of news articles viewed (see sidebar). The stick-figure 
primes the norm of balanced exposure, and the feed-
back may create accountability. Initial analysis of ex-
perimental data suggests a small but noticeable change 
in reading behavior, toward more balanced exposure, 
among users seeing the feedback, as compared to a 
control group. 

Motivated Information Processing 
In addition to selecting information in a motivated way, 
people can also process information in a motivated 
way. Contradictory information exposure doesn’t al-
ways promote thoughtful consideration of oppositional 
messages. Indeed, counter-attitudinal information can 
amplify attitudinal polarization (see, e.g.,[21]). Com-
plete solutions, therefore, must involve something 
more than exposure to alternative views. 

Is it possible, when people encounter divergent opin-
ions to nudge people them towards more deliberative 
behavior, such as weighing tradeoffs and trying to see 
an issue from someone else’s perspective? Mackuen 
[22] has shown that the communicative styles that 
people adopt are context sensitive. And interface de-
sign can play a large role in shaping this context [23]. 

Studies have begun analyzing the circumstances under 
[22, 24, 25]. These perspectives have informed inter-
ventions into the framing of messages encouraging di-
verse exposure and the creation of interactive polling 
tools used in online newsrooms to inspire mindful en-

gagement with alternative perspectives (Stroud, in pro-
gress). 

ConsiderIt [26] invites users to develop personal 
pro/con lists for an issue. An unbalanced list challenges 
users to reflect on whether they are missing something. 
A user can browse other people’s pro/con lists to identi-
fy items they might want to include in their own, en-
couraging people to listen to others. The reuse of items 
allows the system to aggregate choices. Users can see 
ranked lists of items that were popular on pro or con 
lists of both supporters and opponents of a proposition, 
thus facilitating perspective taking. Related approaches 
involve mapping argument structure or evaluating ar-
guments [27, 28]. 

Reflect [29] more directly encourages listening and 
perspective taking. It modifies the comment sections of 
webpages by adding a listening box next to every 
comment, where other users are encouraged to suc-
cinctly restate the points that the commenter is mak-
ing. This is a nudge to listen to other users. Other 
readers can then read the original comment and the 
listeners’ interpretations of what was said, supporting 
broader understanding of the discussion.  

OpinionSpace [30] plots on a two-dimensional map the 
individual comments in a web forum, based on the 
commenters’ responses to a short value-based ques-
tionnaire. By navigating this space, readers are better 
able to seek out a diversity of comments as well as 
prime themselves for engaging the perspective of 
someone with different values. When users interrogate 
an individual comment, they are prompted to rate 
comments for how much they agree with and respect 
it. The size of the comment’s dot on the map then 

The Balancer extension dis-
plays the bias in a user’s online 
news reading over time. 

Creating a pro/con list, pro half 
of the screen. Drag and drop 
others’  arguments, or author 
your own. 



 

grows when people with different values than the 
speaker respect and/or agree with it, facilitating users 
in seeking out comments that resonate widely. 
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