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Topic 6: Continual Learning
CMSC 491/691 Robust Machine Learning

Some slides adapted from Sharon Li and 
Ramon Morros (2017 tutorial)



Traditional Machine Learning

• Collect once, train once, deploy once

o Data is collected prior to model training

o Model is trained prior to deployment

o Once deployed, no updates

• Assumptions:

o Data distribution 𝐷𝐷 is static – it doesn’t evolve or shift

o You can always access and sample from 𝐷𝐷
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Traditional Machine Learning

• Collect once, train once, deploy once

o Data is collected prior to model training

o Model is trained prior to deployment

o Once deployed, no updates

• Assumptions:

o Data distribution 𝐷𝐷 is static – it doesn’t evolve or shift

o You can always access and sample from 𝐷𝐷

Do HUMANS (or any natural learning system) learn like this?

No … humans learn “on the job”

Humans aren’t just given a million samples a priori …



Challenges

• Data isn’t always available a priori

o Can appear incrementally … 

‒ Infants see mom, dad, siblings, family first and learn to recognize the differences 
(also do “OOD” detection …)

‒ Then they learn to move around – new objects

‒ Then they see outside the window: birds, animals, cars, trees

‒ Object recognition builds up over time (vocabulary expands parallelly)

• Concept drift:  data distribution may change/evolve over time

o Changes in appearance, seasons, changes in object frequency
(anyone use a rotary phone recently?)



Challenges

• Data isn’t always available a priori

• Concept drift:  data distribution may change/evolve over time

• Stability-Plasticity Trade-off:  when and how to adapt?

o Rapid adaptation may lead to forgetting old info

o Slow adaptation may limit the ability to quickly grasp new information



We need a way for models to overcome the 
challenges of “static” ML …



Idea: 

Can we develop “Lifelong” or “Continual” ML 
algorithms? 
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“Lifelong” / “Continual” ML

• Multiple “episodes” or “experiences” or “tasks”

o Occur sequentially, not all-at-once

• Broad Goal: 

o Learn new tasks

o Retain knowledge of old tasks



from Bing Liu’s 8 hour course at Aalborg on Continual Learning
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Three Main Problem Formulations

1. Class Incremental Learning (CIL)

2. Task Incremental Learning (TIL)

3. Domain Incremental Learning



from Bing Liu’s 8 hour course at Aalborg on Continual Learning



Several Other Problem Formulations

Table from Wang, Zhang, Su, Zhu. T-PAMI 2023



Related Learning Approaches

• Transfer Learning (finetuning)

o Model trained on task 1; finetune it on task 2 
(but use limited task 2 data)

o Not continual (just one step finetuning)

o No retention/accumulation of knowledge

• Multi-task Learning

o Jointly learn multiple related tasks simultaneously

o Not continual (simultaneous learning on all tasks)

illustration from Sharon Li



Methods for Continual / Lifelong Learning



LwF:  Learning without Forgetting
Only use examples from new task (no access to previous task data) and optimize for: 

(1) high accuracy on new task (2) preservation of responses on old tasks
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iCaRL: Incremental Classifier and Representation Learning

• A subset of previous task data is stored (“exemplars”)

o Size of exemplar set is constant

o As new classes arrive, some exemplars are removed/replaced

Add new classes, with restricted access to previous task data, to optimize for: 
(1) high accuracy on new task (2) preservation of responses on old tasks



iCaRL: Incremental Classifier and Representation Learning



iCaRL: Incremental Classifier and Representation Learning



iCaRL vs LwF Results



Progressive Neural Networks

• Instantiate a new NN for each new task

o Lateral connections to features of previously learned data

• Previous task data is NOT stored

o NN weights implicitly encode knowledge of previous tasks

• Complexity of model grows with each task

• Task labels are needed at test time

o To decide which subset of weights to use for prediction



Comparison of iCaRL vs LwF vs PNN

borrowed from Sharon Li



Thoughts on Increasing Model Complexity

• Lifelong/Continual Learning ∼ progressively growing training set

• New knowledge acquired (new classes, new domains, …) over time may saturate 
network capacity

o As data complexity increases, model capacity (# parameters) should also increase?

o Initially a small model could work (to prevent overfitting)

• If model capacity needs to be incremented, we need to avoid retraining the new 
(bigger) network from scratch every time.

o The main idea behind “Student-Teacher” networks

Chen, T., Goodfellow, I., & Shlens, J. (2016). Net2Net: Accelerating Learning via Knowledge Transfer. In ICLR 2016



Increasing Model Complexity: Net2Net



Resources

• Bing Liu’s Webpage (Bing Liu is a pioneer in continual/open world ML)
https://www.cs.uic.edu/~liub/lifelong-learning.html 

• Book: https://link.springer.com/book/10.1007/978-3-031-01581-6 
(send me an email if you don’t have PDF access)

• Podcast: https://worldofpiggy.com/podcast/2017/03/28/lifelong-machine-learning/ 
(with one of the authors of the above book)

https://www.cs.uic.edu/%7Eliub/lifelong-learning.html
https://link.springer.com/book/10.1007/978-3-031-01581-6
https://worldofpiggy.com/podcast/2017/03/28/lifelong-machine-learning/
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