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Logistic RegressionLogistic Regression
Learn the conditional distribution P(Learn the conditional distribution P(yy | | xx))
Let Let ppyy((xx; ; ww) be our estimate of P() be our estimate of P(yy | | xx), where ), where ww is a is a 
vector of adjustable parameters.  Assume only two vector of adjustable parameters.  Assume only two 
classes classes y y = 0 and = 0 and yy = 1, and= 1, and

On the homework, you will show that this is equivalent to On the homework, you will show that this is equivalent to 

In other words, the log odds of class 1 is a linear function In other words, the log odds of class 1 is a linear function 
of of xx..

p	�x�w� �
�-&w · x

	� �-&w · x
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p��x�w�
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Why the exp function?Why the exp function?

One reason: A linear function has a range from One reason: A linear function has a range from 
[[@@��, , ��] and we need to force it to be positive ] and we need to force it to be positive 
and sum to 1 in order to be a probability:and sum to 1 in order to be a probability:
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Deriving a Learning AlgorithmDeriving a Learning Algorithm
Since we are fitting a conditional probability distribution, we Since we are fitting a conditional probability distribution, we no no 
longer seek to minimize the loss on the training data.  Instead,longer seek to minimize the loss on the training data.  Instead, we we 
seek to find the probability distribution seek to find the probability distribution hh that is most likely given the that is most likely given the 
training datatraining data
Let S be the training sample.  Our goal is to find Let S be the training sample.  Our goal is to find hh to maximize P(to maximize P(hh | | 
S):S):
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The distribution P(S|h) is called the likelihood function.  The log 
likelihood is frequently used as the objective function for learning.  It is 
often written as  �(w).

The h that maximizes the likelihood on the training data is called the 
maximum likelihood estimator (MLE)
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Computing the LikelihoodComputing the Likelihood
In our framework, we assume that each training In our framework, we assume that each training 
example (example (xxii,,yyii) is drawn from the same (but ) is drawn from the same (but 
unknown) probability distribution P(unknown) probability distribution P(xx,,yy).  This ).  This 
means that the log likelihood of S is the sum of means that the log likelihood of S is the sum of 
the log likelihoods of the individual training the log likelihoods of the individual training 
examples:examples:
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Computing the Likelihood (2)Computing the Likelihood (2)

Recall that Recall that anyany joint distribution P(a,b) can be joint distribution P(a,b) can be 
factored as P(a|b) P(b).  Hence, we can writefactored as P(a|b) P(b).  Hence, we can write

In our case, P(In our case, P(xx | | hh) = P() = P(xx), because it does not ), because it does not 
depend on depend on hh, so, so
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Log Likelihood for Conditional Log Likelihood for Conditional 
Probability EstimatorsProbability Estimators

We can express the log likelihood in a compact We can express the log likelihood in a compact 
form known as the form known as the cross entropycross entropy..
Consider an example (Consider an example (xxii,,yyii))
@@ If If yyii = 0, the log likelihood is log [1 = 0, the log likelihood is log [1 @@ pp11((xx;; ww)])]
@@ if if yyii = 1, the log likelihood is log [p= 1, the log likelihood is log [p11((xx;; ww)])]

These cases are mutually exclusive, so we can These cases are mutually exclusive, so we can 
combine them to obtain:combine them to obtain:
��((yyii; ; xxii,,ww) = log P() = log P(yyii | | xxii,,ww) = (1 ) = (1 @@ yyii) log[1 ) log[1 @@ pp11((xxii;;ww)] + y)] + yii log plog p11((xxii;;ww))

The goal of our learning algorithm will be to find The goal of our learning algorithm will be to find 
ww to maximizeto maximize
J(J(ww) = ) = ��ii ��((yyii; ; xxii,,ww))
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Fitting Logistic Regression by Fitting Logistic Regression by 
Gradient AscentGradient Ascent
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Gradient Computation (continued)Gradient Computation (continued)

Note that Note that pp11 can also be written ascan also be written as

From this, we obtain:From this, we obtain:
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Completing the Gradient Completing the Gradient 
ComputationComputation

The gradient of the log likelihood of a The gradient of the log likelihood of a 
single point is thereforesingle point is therefore

The overall gradient isThe overall gradient is
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Batch Gradient Ascent for Logistic RegressionBatch Gradient Ascent for Logistic Regression

An online gradient ascent algorithm can be constructed, of coursAn online gradient ascent algorithm can be constructed, of coursee
Most statistical packages use a secondMost statistical packages use a second--order (Newtonorder (Newton--Raphson) Raphson) 
algorithm for faster convergence.  Each iteration of the secondalgorithm for faster convergence.  Each iteration of the second--order order 
method can be viewed as a weighted least squares computation, somethod can be viewed as a weighted least squares computation, so
the algorithm is known as Iterativelythe algorithm is known as Iteratively--Reweighted Least Squares Reweighted Least Squares 
(IRLS)(IRLS)
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Logistic Regression Implements a Logistic Regression Implements a 
Linear Discriminant FunctionLinear Discriminant Function

In the 2In the 2--class 0/1 loss function case, we should class 0/1 loss function case, we should 
predict predict �� = 1 if= 1 if

Ey|x�L��, y�� > Ey|x�L�	, y��X

y
P�y|x�L��, y� >

X

y
P�y|x�L�	, y�

P �y � �|x�L��,��� P�y � 	|x�L��,	� > P�y � �|x�L�	,��� P�y � 	|x�L�	, 	�
P�y � 	|x� > P �y � �|x�
P�y� 	|x�
P�y� �|x�

> 	 !� P�y � �|X� 6� �
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P�y� 	|x�
P�y� �|x�

> �

w · x > �

A similar derivation can be done for arbitrary A similar derivation can be done for arbitrary 
L(0,1) and L(1,0).L(0,1) and L(1,0).
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Extending Logistic Regression to K > 2 classesExtending Logistic Regression to K > 2 classes

Choose class K to be the Choose class K to be the ddreference classreference classee and and 
represent each of the other classes as a logistic represent each of the other classes as a logistic 
function of the odds of class function of the odds of class kk versus class K:versus class K:
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P�y� K|x�
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� wK�	 · x

Gradient ascent can be applied to Gradient ascent can be applied to 
simultaneously train all of these weight vectors simultaneously train all of these weight vectors 
wwkk
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Logistic Regression for K > 2 (continued)Logistic Regression for K > 2 (continued)

The conditional probability for class k The conditional probability for class k �� K can be K can be 
computed ascomputed as

For class K, the conditional probability isFor class K, the conditional probability is

P�y � k|x� �
�-&�wk · x�
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Summary of Logistic RegressionSummary of Logistic Regression

Learns conditional probability distribution P(Learns conditional probability distribution P(yy | | xx))
Local SearchLocal Search
@@ begins with initial weight vector.  Modifies it iteratively begins with initial weight vector.  Modifies it iteratively 

to maximize the log likelihood of the datato maximize the log likelihood of the data

EagerEager
@@ the classifier is constructed from the training the classifier is constructed from the training 

examples, which can then be discardedexamples, which can then be discarded

Online or BatchOnline or Batch
@@ both online and batch variants of the algorithm existboth online and batch variants of the algorithm exist


