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Several variations of the above exprossion for the weight 1 ; are described in an
interesting paper by Salton and Buckley which appeared in 1988 [696]. However,
i general. the above expression should provide a good weighting scheme for
uany collections.

For the query term weights, Salton and Buckle

0.5 freg.., N
My o= [ 05+ — o/ Lhia % log — (2.4}
maxy fregg Ty

where freg; o is the raw frequen
recuest g.

The main advantages of the vector model are (1) its term-weighting scheme
improves retrieval performance: (2) its partial matching strategy allows retrieval
of docwments that approsimale the query conditions; and (3) its cosine rank-
ing formula sorts the doswments according to their d gree of similarity to the
query. Theoretically, the vector model has the disgdvantage that index terins are
assumed to be mutnally independent (equation 2.3 does not account for index
term dependencies). However, in practice, consideration of term dependencies
might be a disadvantage. Due to the locality of many term dependencies, their
indiseriminate application to all the documents in the collection might in fact
hurt the overall performance.

Diespite its simplicity, the vector model is a resilient ranking strategy with
general eollections. It vields ranked answer sets which are difficult to improve
upoit without guery expansion or relevance feedback (see Chapter 5} within the
framewerk of the vector model. A large variety of alternative ranking methods
have been compared to the vector model but the consensus seams to be that,
in general, the vector model s either superior or almost as good as the keown
alteruatives. Furthermare, it is simple and fast, For these reasons, the vector
model is a popular retrieval model nowaday

of the term k; in the text of the information

2.5.4 Probabifistic Model

In this section, we describe the classic probabilistic model introduced in 1976
by Roberston and Sparck Jones [6771 which later became known as the binary
mdependence. refricvel (BIR) model. Our discussion is inteutionally brief and
focnses mainly en highlighting the key features of the model. With this purpose
m wind, we do not detain ourselves in subtleties regarding the binary indepen-
dence assumption for the model. The section on bibliographic discussion points
to references which cover these details.

The prohabilistic model attempts to capture the TR problem within a prob-
bilistic framework. The fundamental idea is as follows. CGiven a user query,
there is a set of documents which coutains exactly the r evant documents and
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uo other. Let us refer Lo this set of documents as the ideal answer sof. Given the
dleseription of this ideal answer set, we would have no problems in retrieving its
documents. Thus, we can think of the querving process as a process of specify-
ing the properties of an ideal answer sot {which is analogous to interpretiug the
IR, problem as a problem of clustering). The problem is that we do not know
oxactly what these properties are. All we know is that there are index terms
whose semantics should be used to characterize these properties. Since these
properties are not known at query time, an effort has to be made at initially
guessing what they could he. This initial guess allows us to generate a prelim-
inary probabilistic description of the ideal answer set which is used to retrieve
a first set of documents. An interaction with the user is then initiated with the
purpose of improving the probabilistic deseription of the ideal answer set, Such
interaction could procesd as follows. :

The user takes a look at the retrieved documents and decides which ones
are relevant and which ones are not {in truth, enly the first top documents need
& be examined). The svstem then uses this information to refine the description
of the ideal answer set. By repeating this process many times, it is expected
that such a description will evelve and become closer to the real description of
the ideal answer set. Thus, one should always have in mind the need to guess at
the beginning the description of the ideal answer sef. Farthermore, a conscious
effort is made to model this d seription in probabilistic term

The probabilistic model is hased on the following fundamental a sumption.

Assumption (Probabilistic Principle)  Given a nser query 4 and a document d;
i the collection, the prebabilistic model fries to estimate the probability that
the user will find the decument d; interesting {i.e., relevant). The model ag-
sumes that this probalbility of relevance depends on the guery and the document
reprosentations only. Further, the model assumes that there is a subset of all
documents which the user prefers as the answer set for the query ¢. Sueh an
udeal answer set is laheled R and shonld maximize the overall probability of rel-
evance to the user. Documents in the set 12 are predicted to be relevant to the

query. Documents not in this set are predicted to be non-relevant.

This assumption s quite troublesome he e it does not state explicitly
how to compute the probabilities of relevance. In fact, not even the
which is to be nsed for defining such probabilities is given.

Given a query ¢, the probabilistic model assigns to each docrment d;, as
a measure of its similarity to the query, the ratio Pid; relevant-to q)/ Fld; non-
relevant-to g3 which computes the odds of the docmment o Boing relovant to the
auery ¢. Taking the odds of relevance as the rank minimizes the probalility of
w1 erroneous judgement [2R2, T85].

nple space

Definition For the probalilistic model, the

e term weight variobles are
all binary i.e.. w

€401} wig £ {011, A query G i85 a subset of inder terms,
Let R be the set of documents known {or initially que ssed) 1o be relevant. Let 1
e the complement of R fie.. the set of non-relevant documents). et P{Itld;)
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hee the profubility that the document d; 48 relevant to the query ¢ ond Hva\w_«ﬁv
b the: probobility thet o, is nen-relevant o g. The similarity stmld;. q) of the
dacinent d; fo the query  is defined as the ratio

stnldy, ) = P&lw_omv WhV/hC @A\E

Using Bayves' rule,

ey ]
sty q) = Pld;|R) = P{R)

P(d[RY = P(T)

_UTTZS stands for the probability of randoraly selecting the docwment i, from
the set B of relevant documents. Further, P{R) stands for the probability tha
doeument randorly selected from the entire collection is relevant. The meanings
attached to P{d;1R) and P(R) are azalogous and complementary.

Since P{R) and P(R)

we write,

2

e the same for all the documents in the collection,

shoe(d

Assmning independence of index terms,

m?fmu
Lytyer PORIED % (T, 7 o PRI

sim(d;. gy~

R % A[L,, 7 o POIRD)
)

Pk 1) stands for the probability that the index term k&; is present in a document
randomly selected from the set B P(E|R) stands for the probability that the
xdex texm k; is not present i a document yandomly selected from the set R
The probabilities associated with the set T have meanings which are analogous
Lo the ones just described,

Taking logarithms. reealling that P(k|R) + P(RIR) = 1, and ignoring
fartors which are constant for all documents in the context of the same query.
we catt Anally write

PlhilR) tog L=

L
sioeld g}~ S % w s % | log
sinld g} V\z X gy x| log T Bk i

i=1

which is a key expression for ranking computation in the probalilistic model.
Sinee we do not know the set R at the beginning, it is nec wsary to devise

a method for fuitially computing the probabilities P{k,1R) and P{k|IR). There
are many alternatives for such eomputation. We discuss a couple of them below.

CLABSIC INFORMATION RETRIEVAL 33

In the very begiuning (e, immediately after the eqmery specification), thero
are no retrieved documents. Thus, one hag to make simplifving asswuptions such
as: (a) assime that P(EAR) is constant for all ndex ters by (typically, coual to
0.5) and {b) assine that she distribution of index terms among the non-relovant
docrnents can be approximated by the distribution of indes
the documents in the collection. These two assunptions vield

tormns ammong all

Pk R)

PRy =

H

whetre, as already defined. n; is the nwmber of docnments which contain the
index ternn Ay and N is the total mumber of docwments in the collection. Qiven
this initial goeess, we can then retrieve docwments which contain query terms and
provide an initial probabilistie ranking for them. After that. this initial ranking
is proved as follows.

Let Vobe a subset of the docnments initially retrioved and ranked by the
probabilistic model. Such a subset can he defined, for instance, as the top r
anked documents where + s a previously defined threshold. Further. let V; be
the subset of ¥V composed of the doenments in 7 which contain the index term
ki For shuplicity, wo also wse Voand Vi oto refor 1o the nnmber of elemets in
these sets (it shounld always be clear when the used variable refers to the set or to
the mumber of elements i it). For inproving the probabilistic ranking, we need
to improve our guesses Tor PO R) and PUEIR). This can be sccomplished with
the following assnmptions: {a} we can approximate P(418) by the distribution
of the index term k; ameng the documen ieved so far, and (b) we can

retrie
approximate P(kR) by considering that all the nen-retrieved docunonts are
not relevant. With these assumptions, we can write,

Vi \V \
v A&

o
L @D WLhA

122}
This process can then be rvepeated recursively. By dotug so. we are able to
improve on our gnesses for the probabilities P(&IR) and P{l,[F) without any
assistance from a human subject {contrary to the original idea). However, we
an also use assistance from the user for definition of the subset V7 as originally
concoived.

A\

PR

Pk

The last formmlas for P(ELR) and P(E1R) pose problems for small valnes
of ¥ and 1, which arise in practice {such as V = 1 and V; = 0}). To ciremmvent
these problems, an adjustment factor is often added in which vields
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An adjustrent factor which is constant and equal 1o (L5 is not always satisfactory.
An alternative is to take the fraction n /N as the adjustment factor which vields

This corpletes onr discussion of the probabilistic model,

The main edvaniage of the probabilistic model, in theory, is that docu-
ments are ranked in decreasing order of their probabitity of being relevant. The
disedugniages inclnde: (1) the need to guess the initial separation of documents
into relevant and non-relevant sets; {2) the fact that the method doss not take
into account the frequency with which an index term oceurs fnside & document
{i.e., all weights are binary); and (3) the adopiion of the independence assunp-
tion for index termms. However, as discussed for the vector model, it is not clear
that independence of index terms is a bad assumption in practical situations.

2.5.5 Brief Comparison of Classic Models

In general, the Boclean medel is considered to be the woakest, classic method. Tts
main probleim is the inability to recognize partial matches which frequently leads
o poor performance. There is some controversy as to whether the probabilistic
model outperforms the vector model. Croft performed some experiments and
suggested that the probabilistic model provides a better retrieval performance.
However, experiments done afterwards by Salton and Buckley refute that claim.
Through several different measures, Salton and Buckley showed that the vector
madel i expecied 1o outperform the probabilistic model with general collections.
This also seems to be the dominant thought among researchers, practitiosers,
and the Web community, where the popularity of the vector model runs high.

2.6 Alternative Set Theoiretic Models

L this section, we discuss two alternative set theoretic mod 1s, namely the fuzey
set inode] ad the extended Boolean model

2.6.1 Fuzzy Set Mode!

Representing documents and gueries through sets of keywords vields deseriptions
which are ouly partially related to the real semantic contents of the respective
documents and queries. Ag o result, the matching of a document to the query
terms i approximate {or vague). Fhis can be modeled by considering that each
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cuery term defines a fuzzy set and that each docwment has a degree of membership
{vsually smaller than 1) in this set. This interpretation of the retrieval process
{in terms of concepts from fuzay theory) is the basic foundation of the varions
fuzzy set models for information retrieval whiclh have been proposed over the
,..cm_..w. Instead of reviewing several of these models heve, we focus on a partion
one whose ¢ scription fits well with the models already covered in this chapter.
Thus, owr discussion is hased on the fuzzy set model for information retrieval
proposed by Ogawa, Morita, and Kobayashi [616}. Before proceeding, we briefly
introduee some fundamental concepts.

Fuzzy Set Theory

Fuzzy seb theory [848] deals with the representation of classes whose boundaries
are not well defined. The key idea is to associate a membership function with
the elements ol the class. This fonction takes values in the interval {0,1] with 0
corresponding to no membership in the class and 1 corresponding to full mem-
bership, Membership values between 0 and 1 indicate marginal elements of the
class, Thus, membership in a fuzzy set is a notion intrinsically grodus! instead
of abrupt {ag in conventional Boolean logic).

Definition A fuzzy subsel A of a universe of discourse U is charocterized by
o membership funciion g o U - [0, 1] which associates with each clement u of
U7 o mmber pa{u) in the interval [0,1].

The three most commonly used operations on fuzzy sets are: the complement of
a fuzzy set, the union of twe or more fuzzy sets, and the intersection of two or
more fuzzy sets. Thev are defined as follows.

Definition Let U be the wnsverse of discourse, A and B be two fuzzy subsels
af U, and A be the complement of A velafive to U. Also, let w be an clement of
U, Then,

= 1 palu)
= marfpa{u), peiul)
= min{pa{ul pe(u))

Fuzey sets are useful for representing vagueness and imprecision and have heen
applied to various domaing. In what follows, we discuss their applcation to
information retrieval.

Fuzzy Information Retrieval

As discussed in Chapters 5 and 7. one additional approach to modeling the
information retrieval process is to adopt a thesanrus {which defines term re-



