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Recap:  AE, VAE



Generative Modeling vs. Representation Learning

Representation Learning:  “Analysis”

- Mapping data to representations

Generative Modeling:  “Synthesis”

- Mapping representations to data



Generative Adversarial Networks

• Problem:  We want to sample from a high-dimensional 
training distribution 𝑝𝑝(𝑥𝑥)
o But there is no direct way to do this …
o We don’t know which z maps to which image 

(so we can’t use autoencoders)

• We know how to sample from a random distribution  
(e.g. Gaussian)

o Can we map a random distribution directly to 𝑝𝑝 𝑥𝑥  ?

NIPS 2014



Generative Adversarial Networks

Goal:  Map all 𝒛𝒛 to some realistic-looking 𝒙𝒙



Image synthesis from “noise”

Generator



Image synthesis from “noise”

Generator



© aleju/cat-generator
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A two-player game:
• 𝐺𝐺 tries to generate fake images that can fool 𝐷𝐷.
• 𝐷𝐷 tries to detect fake images.

[Goodfellow et al. 2014]
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Learning objective (GANs)
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• From the discriminator D’s perspective: 

o binary classification: real vs. fake. 

o Nothing special: similar to 1 vs. 7 or cat vs. dog 

GAN Training Breakdown



• From the discriminator D’s perspective: 

o binary classification: real vs. fake. 

o Nothing special: similar to 1 vs. 7 or cat vs. dog 

o From the generator G’s perspective: 

‒ Optimizing a loss that depends on a classifier D

GAN loss for G Perceptual Loss for G

GAN Training Breakdown



• Training: iterate between training D and G with backprop.

• Global optimum when G reproduces data distribution.

G tries to synthesize fake images that fool D

D tries to identify the fakes

real or fake?

[Goodfellow et al., 2014]
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Training GANs: Two-player game
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Discriminator network: try to distinguish between real and fake images
Generator network: try to fool the discriminator by generating real-looking images



Training GANs: Two-player game
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Ranjay Krishna, Aditya Kusupati

Discriminator network: try to distinguish between real and fake images
Generator network:  try to fool the discriminator by generating real-looking images

Connection to Game Theory:  Zero-Sum “Minimax” Game
• Each player trying to minimize the opponent’s profits
• Each player trying to maximize their own profits



Training GANs: Two-player game
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zRandom noise

Generator Network

Discriminator Network

Fake Images 
(from generator)

Real Images 
(from training set)

Real or Fake

Fake and real images copyright Emily Denton et al. 2015. Reproduced with permission.

Ranjay Krishna, Aditya Kusupati

Discriminator network: try to distinguish between real and fake images
Generator network:  try to fool the discriminator by generating real-looking images



Training GANs: Two-player game
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zRandom noise

Generator Network

Discriminator Network

Fake Images 
(from generator)

Real Images 
(from training set)

Generator learning signal

Discriminator learning signal
Real or Fake

Fake and real images copyright Emily Denton et al. 2015. Reproduced with permission.

Ranjay Krishna, Aditya Kusupati

Discriminator network: try to distinguish between real and fake images
Generator network:  try to fool the discriminator by generating real-looking images



Training GANs: Two-player game

Train jointly in minimax game

Minimax objective function:
Lecture 15 -May 18, 2023
20

Generator 
objective Discriminator 

objective

Ranjay Krishna, Aditya Kusupati

Discriminator network: try to distinguish between real and fake images
Generator network:  try to fool the discriminator by generating real-looking images



Train jointly in minimax game

Minimax objective function:

Training GANs: Two-player game

Lecture 15 -
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Discriminator outputs likelihood in (0,1) of real image

- Discriminator (θd) wants to maximize objective s.t. 
 D(x) is close to 1 (real) and D(G(z)) is close to 0 (fake)

- Generator (θg) wants to minimize objective s.t. 
 D(G(z)) is close to 1 (discriminator is fooled into thinking generated G(z) is real)

Discriminator network: try to distinguish between real and fake images
Generator network:  try to fool the discriminator by generating real-looking images



Training GANs: Two-player game
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Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2. Gradient descent on generator

In practice, optimizing this generator objective 
does not work well!

When sample is likely 
fake, want to learn from 
it to improve generator 
(move to the right on X 
axis).

Ranjay Krishna, Aditya Kusupati



Training GANs: Two-player game
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Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2. Gradient descent on generator

In practice, optimizing this generator objective 
does not work well!

When sample is likely 
fake, want to learn from 
it to improve generator 
(move to the right on X 
axis).

But gradient in this 
region is relatively flat!

Gradient signal 
dominated by region 
where sample is 
already good

Ranjay Krishna, Aditya Kusupati



Training GANs: Two-player game
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Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2. Instead: Gradient ascent on generator, different objective

Instead of minimizing likelihood of discriminator being correct, now 
maximize likelihood of discriminator being wrong.
Same objective of fooling discriminator, but now higher gradient 
signal for bad samples => works much better! Standard in practice.

High gradient signal

Low gradient signal

Ranjay Krishna, Aditya Kusupati



Training GANs: Two-player game
Putting it together: GAN training algorithm

Ranjay Krishna, Aditya Kusupati



Training GANs: Two-player game
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Putting it together: GAN training algorithm

Some find k=1 
more stable, 
others use k > 1, 
no best rule.

Followup work 
(e.g. Wasserstein 
GAN, BEGAN)
alleviates this 
problem, better 
stability!

Ranjay Krishna, Aditya KusupatiArjovsky et al. "Wasserstein gan." arXiv preprint arXiv:1701.07875 (2017)
Berthelot, et al. "Began: Boundary equilibrium generative adversarial networks." arXiv preprint arXiv:1703.10717 (2017)



Training GANs: Two-player game
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z

Generator Network

Discriminator Network

Fake Images 
(from generator)

Random noise

Real Images 
(from training set)

After training, use generator network to 
generate new images

Ranjay Krishna, Aditya Kusupati

Fake and real images copyright Emily Denton et al. 2015. Reproduced with permission.

Real or Fake

Discriminator network: try to distinguish between real and fake images
Generator network:  try to fool the discriminator by generating real-looking images



Generative Adversarial Nets: Convolutional Architectures

Radford et al, “Unsupervised Representation Learning with Deep Convolutional GenerativeAdversarial Networks”, ICLR 2016

Generator is an upsampling network with fractionally-strided convolutions 
Discriminator is a convolutional network

Ranjay Krishna, Aditya Kusupati



Samples 
from the 
model look 
much 
better!

Radford et al, 
ICLR 2016

Generative Adversarial Nets: Convolutional Architectures

May 18, 2023
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Ranjay Krishna, Aditya Kusupati



nt

Interpolating 
between 
random 
points in late 
space

Generative Adversarial Nets: Convolutional Architectures

Radford et al, 
ICLR 2016

Ranjay Krishna, Aditya Kusupati



Generative Adversarial Nets: Interpretable Vector
Math
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Smiling woman Neutral woman Neutral man

Ranjay Krishna, Aditya Kusupati

Samples
from the
model

Radford et al, ICLR 2016



Smiling woman Neutral woman Neutral man

Generative Adversarial Nets: Interpretable Vector
Math
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Samples
from the
model

Average Z
vectors, do
arithmetic

Radford et al, ICLR 2016



Smiling woman Neutral woman Neutral man

Smiling ManSamples
from the
model

Generative Adversarial Nets: Interpretable Vector
Math
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Average Z
vectors, do
arithmetic

Radford et al, ICLR 2016



Glasses man No glasses man No glasses woman

Generative Adversarial Nets: Interpretable Vector
Math
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Woman with glasses

Radford et al, 
ICLR 2016



GAN in PyTorch
https://pytorch.org/tutorials/beginner/dcgan_faces_tutorial.html 

https://github.com/soumith/ganhacks for tips and tricks for training GANs

https://pytorch.org/tutorials/beginner/dcgan_faces_tutorial.html
https://github.com/soumith/ganhacks


https://github.com/hindupuravinash/the-gan-zoo

Since then: Explosion of GANs

Lecture 15 -May 18, 2023
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“The GAN Zoo”



Better training and generation

LSGAN, Zhu 2017.

2017: Explosion of GANs
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Wasserstein GAN, 
Arjovsky 2017.
Improved Wasserstein 
GAN, Gulrajani 2017.

Progressive GAN, Karras 2018.



Some challenges with GANs …



Challenges with GANs

• Vanishing gradients: 
o the discriminator becomes too good and the generator gradient vanishes. 

• Non-Convergence: 
o the generator and discriminator oscillate without reaching an equilibrium. 

• Mode Collapse: 
o the generator distribution collapses to a small set of examples. 

• Mode Dropping: 
o the generator distribution doesnt fully cover the data distribution.



Challenges with GANs:  Vanishing Gradients



Challenges with GANs:  Vanishing Gradients

Potential Solutions:

1. Explore other training 
objectives?

2. Discriminator Capacity:  
-   make it small ?
-   train it less ?
-   slow learning rate?

3. Learning Schedule:
-   try to balance training 
    G and D



Problems: Nonconvergence



Challenges with GANs:  Non-Convergence

• Simultaneous gradient descent is 
not guaranteed to converge for 
minimax objectives. 

• Goodfellow et al. only showed 
convergence when updates are 
made in the function space.

• The parameterization of D and G 
results in highly non-convex 
objective. 

• In practice, training tends to 
oscillate – updates undo each 
other!



Challenges with GANs:  Non-Convergence

• Simultaneous gradient descent is 
not guaranteed to converge for 
minimax objectives. 

• Goodfellow et al. only showed 
convergence when updates are 
made in the function space.

• The parameterization of D and G 
results in highly non-convex 
objective. 

• In practice, training tends to 
oscillate – updates undo each 
other!

Potential Solutions (HACKS) https://github.com/soumith/ganhacks 

https://github.com/soumith/ganhacks


Challenges with GANs:  Mode Collapse

The generator maps all z values to the x that is mostly likely to fool the discriminator.





Challenges with GANs:  Mode Collapse

Possible Solutions: Wasserstein GAN



Wasserstein GANs



Wasserstein GANs



Additional Sources:

There are lots of excellent references on GANs:

• Sebastian Nowozins presentation at MLSS 2018: 
https://github.com/nowozin/mlss2018-madrid-gan 

• NIPS 2016 tutorial on GANs by Ian Goodfellow:
https://arxiv.org/abs/1701.00160 
 

• A nice explanation of Wasserstein GANs by Alex Irpan:
https://www.alexirpan.com/2017/02/22/wasserstein-gan.html 

https://github.com/nowozin/mlss2018-madrid-gan
https://arxiv.org/abs/1701.00160
https://www.alexirpan.com/2017/02/22/wasserstein-gan.html




















GANs got stuck …

Later in this course:  Diffusion Models
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