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Lecture 3: Gradient Descent
CMSC 475/675 Neural Networks

Some slides adapted from Suren Jayasuriya (ASU), Matt Gormley (CMU)



Recap:  Linear Regression



Recap:  Linear Regression



Naïve Idea:

Linear Regression by Random Guessing

!!!







Better Idea:

An optimization algorithm called

“Gradient Descent”



Recall:  Gradient of a vector













Gradient Descent

• Go down the path of “steepest descent”
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• Go down the path of steepest descent









vector of parameter update equations

vector of parameter partial derivatives

Gradient Descent

For each example sample

1. Predict

a. Forward pass

b. Compute Loss

2. Update

a. Back Propagation

b. Gradient update





GD for LR: Python Step-by-Step Example

• https://colab.research.google.com/drive/
17dK6cynECzk2ObyCqDk5gKcUyN1kMj
SR?usp=sharing 

https://colab.research.google.com/drive/17dK6cynECzk2ObyCqDk5gKcUyN1kMjSR?usp=sharing
https://colab.research.google.com/drive/17dK6cynECzk2ObyCqDk5gKcUyN1kMjSR?usp=sharing
https://colab.research.google.com/drive/17dK6cynECzk2ObyCqDk5gKcUyN1kMjSR?usp=sharing


Step size: learning rate
Too big: will miss the minimum
Too small: slow convergence

-

Learning rates



The Perceptron

inputs

weights

output

sum sign function
(Heaviside step function)



The Perceptron

inputs

weights

output

sum sign function
(e.g., step,sigmoid, Tanh, ReLU)

bias



Another way to draw it…

inputs

weights

output

Activation Function
(e.g., Sigmoid function of weighted sum)

(1) Combine the sum 
and activation function 

(2) suppress the bias 
term (less clutter)



output

float perceptron(vector<float> x, vector<float> w)
{

float a  = dot(x,w); 
return f(a);

}

float f(float a) 
{

return 1.0 / (1.0+ exp(-a));
}

Activation function (sigmoid, logistic function)

Perceptron function (logistic regression)

Programming the 'forward pass'



Neural networks



Connect a bunch of perceptrons together …



Neural Network
a collection of connected perceptrons

Connect a bunch of perceptrons together …



Neural Network
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Connect a bunch of perceptrons together …



Neural Network
a collection of connected perceptrons

‘one perceptron’

Connect a bunch of perceptrons together …



Neural Network
a collection of connected perceptrons

‘two perceptrons’

Connect a bunch of perceptrons together …



Neural Network
a collection of connected perceptrons

‘three perceptrons’

Connect a bunch of perceptrons together …



Neural Network
a collection of connected perceptrons

‘four perceptrons’

Connect a bunch of perceptrons together …



Neural Network
a collection of connected perceptrons

‘five perceptrons’

Connect a bunch of perceptrons together …



Neural Network
a collection of connected perceptrons

‘six perceptrons’

Connect a bunch of perceptrons together …



‘input’ layer

Some terminology…

…also called a Multi-layer Perceptron (MLP)



‘input’ layer
‘hidden’ layer

Some terminology…

…also called a Multi-layer Perceptron (MLP)



‘input’ layer
‘hidden’ layer

‘output’ layer

Some terminology…

…also called a Multi-layer Perceptron (MLP)



this layer is a
‘fully connected layer’

all pairwise neurons between layers are connected



so is this

all pairwise neurons between layers are connected



How many neurons (perceptrons)?

How many weights (edges)?

How many learnable parameters total?
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How many neurons (perceptrons)?

How many weights (edges)?

How many learnable parameters total?

4 + 2 = 6

(3 x 4) + (4 x 2) = 20

20 + 4 + 2 = 26
bias terms



Single Output Neural Networl
Let’s write the equation



Objective Functions for NNs



Objective Functions for NNs







Multi-class Output



Two-Layer NN: How do we train this model?
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