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Lecture 1

Computer Systems that Learn

CMSC 475/675 Neural Networks

Some slides from Suren Jayasuriya (ASU), Zico Kolter (CMU)



Get Ready for

The Good Stuff



Wall Street / Silicon Valley

can you please stop



Know
your ancestors



The Open Secret



The Open Secret



“Learn” ?

• Let’s look at a “programming” task

• The task:  
Write a program that outputs the number in a 28x28 
grayscale image



“Learn” ?

• Approach 1: try to write a program by hand

o How would you do it ?



“Learn” ?

• Approach 1:  try to write a program by hand
o How would you do it ?

• Approach 2: (the machine learning approach)
o Collect a large “dataset” of digit images

o “Label” them with the corresponding numbers (0, 1, … , 9)
o Let the system “write its own program” 

to map from images to numbers

o more precisely, this is “supervised learning” 
— more on that later



1. Collect a dataset of images and labels
2. Use Machine Learning algorithms to train a classifier
3. Evaluate the classifier on new images

Example training set

Machine Learning







Nearest Neighbor Classifier



Nearest Neighbor Classifier

Distance Metric

Training data with labels

query data ?

deer bird plane cat car



Distance Metric to compare images
L1 distance:







The goal of learning is 

to extract lessons from past experience 

in order to solve future problems. 



2 ☆ 3 = 36

7 ☆ 1 = 49

5 ☆ 2 = 100

2 ☆ 2 = 16

Let’s LEARN.  What does ☆ do?



Past experience

2 ☆ 3 = 36

7 ☆ 1 = 49

5 ☆ 2 = 100

2 ☆ 2 = 16

Future query

3 ☆ 5 = ?

Goal: answer future queries involving ☆

Approach: figure out what ☆ is doing by observing its behavior on examples



2 ☆ 3 = 36

7 ☆ 1 = 49

5 ☆ 2 = 100

2 ☆ 2 = 16

☆

☆3 ☆ 5 225



Learning from examples
(aka supervised learning)



The goal of learning is 

to extract lessons from past experience 

in order to solve future problems. 



Learning from examples
(aka supervised learning)



?



Real-World Application:  
A Model for Predicting Electricity Use

• What will the peak power consumption be in <your-favorite-city> tomorrow?

• Difficult to answer this question without data

o Difficult to build an “a priori” model from first principles …

• Relatively easy to record consumption history 
(the utility company has this data)

• Relatively easy to record features that may affect consumption:

o temperature

example from Zico Kolter



Real-World Application:  
A Model for Predicting Electricity Use

• What will the peak power consumption be in <your-favorite-city> tomorrow?

example from Zico Kolter

← DATA



Real-World Application:  
A Model for Predicting Electricity Use

• What will the peak power consumption be in <your-favorite-city> tomorrow?

example from Zico Kolter

← PREDICTION



The essence of machine learning:

• A pattern exists  

• We cannot pin down the pattern as an equation 

• We need to approximate the pattern as a function of the input
oUsing data!



?



Hypothesis space
The relationship between X and Y is roughly linear:



Search for the parameters,                  ,
that best fit the data.

Best fit in what sense?



Best fit in what sense?

Search for the parameters,                  ,
that best fit the data.

The least-squares objective (aka loss) says the 
best fit is the function that minimizes the squared 
error between predictions and target values:



Best fit in what sense?

Search for the parameters,                  ,
that best fit the data.

The least-squares objective (aka loss) says the 
best fit is the function that minimizes the squared 
error between predictions and target values:



Complete learning problem:



?





How to minimize the objective w.r.t. θ?

Use an optimizer!

Output ScoreInput

Machine with knobs





How to minimize the objective w.r.t. θ?

In the linear case: Learning problem

Solution



Empirical Risk Minimization
(formalization of supervised learning)

Linear least squares learning problem



Empirical Risk Minimization
(formalization of supervised learning)

Objective function
(loss)

Hypothesis space
Training data



Case study #1: Linear least squares





Example 1: Linear least squares



Example 2: Program Induction



Example 3:  “Deep” Learning (with Neural Networks)



Space of all functions

True solution (needle)

Hypothesis space (haystack)

Space we will 
search



Space of all functions

True solution (needle)

Hypothesis space (haystack)

Space we will 
search Linear functions

True solution is linear



Space of all functions

True solution (needle)

Hypothesis space (haystack)

Space we will 
search Linear functions

True solution is nonlinear



Space of all functions

True solution (needle)

Hypothesis space (haystack)

Space we will 
search

Deep nets



Space of all functions

True solution (needle)

Hypothesis space (haystack)

Hypotheses consistent with data



Space of all functions

What happens as we increase 
the data?

True solution (needle)

Hypothesis space (haystack)

Hypotheses consistent with data



Space of all functions

What happens as we shrink the 
hypothesis space?

True solution (needle)

Hypothesis space (haystack)

Hypotheses consistent with data



The essence of machine learning:

• A pattern exists

• We cannot pin down the pattern as an equation 

• We need to approximate the pattern as a function of the input
oUsing a set of observations (data) to uncover an underlying process



Regression vs. Classification

• Regression tasks:  predicting real-valued outputs 𝑦𝑦 ∈ ℝ

• Classification tasks:  predicting discrete-valued quantity  𝑦𝑦

oBinary Classification  𝑦𝑦 ∈ −1, 1
oMulticlass Classification  𝑦𝑦 ∈ {1, 2, … , 𝑘𝑘}



Real-World Application:  
Tumor Classification

• Using machine learning to diagnose whether a tumor is benign or malignant

• Setting: 

o physician extracts a sample of fluid from tumor

o Stains the cell  creates a “slide”

o Computes features for each cell such as area, perimeter, concavity, texture etc.

• Want:

o A system that can process the “features” and predict whether the tumor is benign or malignant

example from Zico Kolter



Real-World Application:  
Tumor Classification

• Approach:

o Collect a dataset (hospitals have this data 
from previous patients)

o Store “features” for sample and it’s label 

o What type of classification problem is this?  
Binary or Multiclass?

• Data:

example from Zico Kolter



Real-World Application:  
Tumor Classification
• Linear Classification: drawing a line separating the classes

example from Zico Kolter



Real-World Application:  
Tumor Classification Formal Setting

example from Zico Kolter



Real-World Application:  
Tumor Classification
• Color denotes regions where ℎ𝜃𝜃(𝑥𝑥) is >0 or <0

example from Zico Kolter



Big Questions:

1. How do you represent Input and Output?

2. What is the optimization (training) objective?

3. What is the hypothesis space?

4. How do you optimize (train)?

5. What data do you train on?



Application:   Image Classification

Big Questions:

1. How do you represent Input and Output?

2. What is the optimization (training) objective?

3. What is the hypothesis space?

4. How do you optimize (train)?

5. What data do you train on?



“Fish”Classifier

Image classification

image x label y



“Fish”

Image classification

Classifier

image x label y



“Fish”

Image classification

Classifier

image x label y



…

image x

“Duck”

label y

Image classification

Classifier



“Fish”

Training data

…

“Fish”

“Grizzly”

“Chameleon”



How to represent class labels?

Training data

…

“Fish”

“Grizzly”

“Chameleon”

Training data

…

1

2

3

One-hot vector

Training data
…

[0,0,1]

[0,1,0]

[1,0,0]



What should the loss be?

0-1 loss (number of misclassifications)

discrete, NP-hard to optimize!

continuous, 
differentiable,
convex

Cross entropy



[0,0,0,0,0,1,0,0,…]

Ground truth label



dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

…

Ground truth label

0 1Prob



dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

……

Prediction Ground truth label

- 0 1log prob Prob0



Score

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

……

Prediction Ground truth label

How much better you 
could have done

- 0 1log prob - LossProb0 - 0
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dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

…

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

…

Prediction Ground truth label Score

- 0 1log prob - LossProb0 - 0



Softmax regression (a.k.a. multinomial logistic regression)

logits: vector of K scores, one for each class

squash into a non-negative vector that sums to 1 
— i.e. a probability mass function!

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

0 1

……



Softmax regression (a.k.a. multinomial logistic regression)

predicted probability of 
each class given input x

picks out the -log likelihood 
of the ground truth class 
under the model prediction 

Probabilistic interpretation: 

max likelihood learner!



Softmax regression (a.k.a. multinomial logistic regression)



Recap:

Linear Regression

( 𝑓𝑓𝜃𝜃  is a linear function  )



Linear regression



Linear regression



Linear Regression

( 𝑓𝑓𝜃𝜃  is a linear function  )



Linear Regression

( 𝑓𝑓𝜃𝜃  is a linear function  )

Polynomial Regression

( 𝑓𝑓𝜃𝜃  is a polynomial function  )



Polynomial regression

K-th degree polynomial regression





Training objective: Test time evaluation:



K = 5

What happens as we add more basis 
functions?



K = 6

What happens as we add more basis 
functions?



K = 7

What happens as we add more basis 
functions?



K = 8

What happens as we add more basis 
functions?



K = 9

What happens as we add more basis 
functions?



K = 10

This phenomenon is called overfitting.

It occurs when we have too high capacity 
a model, e.g., too many free parameters, 
too few data points to pin these parameters 
down.

What happens as we add more basis 
functions?



K = 1

When the model does 
not have the capacity to 
capture the true function, 
we call this underfitting.

An underfit model will have 
high error on the training 
points. This error is known 
as approximation error.



True data-generating process



This is a huge assumption! 
Almost never true in practice!



Much more commonly, we have




	Lecture 1� �Computer Systems that Learn
	Get Ready for��The Good Stuff
	Wall Street / Silicon Valley��can you please stop
	Know�your ancestors
	The Open Secret
	The Open Secret
	“Learn” ?
	“Learn” ?
	“Learn” ?
	Machine Learning
	Slide Number 12
	Slide Number 13
	Nearest Neighbor Classifier
	Nearest Neighbor Classifier
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Slide Number 25
	Slide Number 26
	Real-World Application:  �A Model for Predicting Electricity Use
	Real-World Application:  �A Model for Predicting Electricity Use
	Real-World Application:  �A Model for Predicting Electricity Use
	Slide Number 30
	Slide Number 31
	Slide Number 32
	Slide Number 33
	Slide Number 34
	Slide Number 35
	Slide Number 36
	Slide Number 37
	Slide Number 38
	Slide Number 39
	Slide Number 40
	Slide Number 41
	Slide Number 42
	Slide Number 43
	Case study #1: Linear least squares
	Slide Number 45
	Example 1: Linear least squares
	Example 2: Program Induction
	Example 3:  “Deep” Learning (with Neural Networks)
	Slide Number 49
	Slide Number 50
	Slide Number 51
	Slide Number 52
	Slide Number 53
	Slide Number 54
	Slide Number 55
	Slide Number 56
	Regression vs. Classification
	Real-World Application:  �Tumor Classification
	Real-World Application:  �Tumor Classification
	Real-World Application:  �Tumor Classification
	Real-World Application:  �Tumor Classification
	Real-World Application:  �Tumor Classification
	Slide Number 64
	Application:   Image Classification
	Image classification
	Image classification
	Image classification
	Image classification
	Slide Number 70
	Slide Number 71
	Slide Number 72
	Slide Number 73
	Slide Number 74
	Slide Number 75
	Slide Number 76
	Slide Number 77
	Slide Number 78
	Slide Number 79
	Slide Number 80
	Slide Number 81
	Recap:��Linear Regression��(   𝑓 𝜃   is a linear function  )
	Linear regression
	Linear regression
	Linear Regression��(   𝑓 𝜃   is a linear function  )
	Linear Regression��(   𝑓 𝜃   is a linear function  )���Polynomial Regression��(   𝑓 𝜃   is a polynomial function  )
	Polynomial regression
	Slide Number 88
	Slide Number 89
	Slide Number 90
	Slide Number 91
	Slide Number 92
	Slide Number 93
	Slide Number 94
	Slide Number 95
	Slide Number 96
	Slide Number 97
	Slide Number 98
	Slide Number 99
	Slide Number 100

