Text-to-Image (T2l)

A livingrroom with a fireplace at a blue Porsche 356 parked in Eiffel Tower, landscape A paintiﬁg of a majestic royal
a wood cabin. Interior design. front of a yellow brick wall. photography tall ship in Age of Discovery.

Photo credit: Minguk Kang et al.



Text-to-Image Everywhere

“teddy bears mixing sparkling chemicals as /
mad scientists in a steampunk style”

B VPDaAr on a skateboard in Timesg
Square.” - e

Autoregressive models Diffusion models
(Image GPT, Parti) (DALL-E 2, Imagen) (GigaGAN, MUSE)



Text-to-Image Everywhere

’ Scott Lighthiser @LighthiserScott - Sep 18
.@StableDiffusion Img2Ilmg x #ebsynth Creature Test

#stablediffusion #Alart

Y
0:30 | 215.2K views

@ Scott Lighthiser @LighthiserSd.
@StableDiffusion Img2Ilmg x #ebsynth x @koe_recast TEST

#stablediffusion #Alart

P 326K views 0:07/0:7 x

Slides credit; Robin Rombach

e Orcton @OrctonAl - Sep 15

Few comments about the Midjourney/@D_ID_n Video wondering why this means we
will soon be able to create our own personalised digital assistants.

Here’s a vision of a personalised digital assistant to explain.

#midjourney #Midjourneyai #Alart #Digitalart #animated

! Matt Reed @mcreed - Sep 9

| am at a loss for everything
#stablediffusion #aiart

44 46.9K views

Show this thread

@ Replicate @replicatehq - Sep 9
The Stable Diffusion innovation just doesn't stop!

Here's a new open-source model from the @monaverse that produces seamless tiling
images: replicate.com/tommoore515/ma...

Matt DesLauriers @mattdes| - Sep 13
Al tool to generate colour palettes from any text prompt —

#stablediffusion #Artificiallntelligence
Show this thread

“tokyo neon” “green garden, blue sky”

“beautiful sunset”

@ Emad @EMostaque - Sep 5
"Cat Knight".

#StableDiffusion #Al

Prompt: kneeling cat knight, portrait, finely de
cinematic lighting, 4k

Parameters:scale7.50-k euler

By Valere: hostux.social/@valere/108939...

@ stable Diffusion % Pics & DreamStudio @DiffusionPics - Sep 2
“Jeflon Zuckergates"

#StableDiffusion #AlArt #AlArtwork #DreamStudio @StableDiffusion




Where/when did it start?



First Text-to-Image System

B

First the
farmer gives
hay to the

goat. Then |

the farmer ) m/
gets milk y N
from the

COW.

Step 1: Image Selection.
Step 2: Layout Optimization (Minimum overlap, Centrality, Closeness)

A Text-to-Picture Synthesis System for Augmenting Communication
Xiaojin Zhu, Andrew Goldberg, Mohamed Eldawy, Charles Dyer, and Bradley Strock. AAAl 2007



First Text-to-lmage System

A Text-to-Picture Synthesis System for Augmenting Communication
Xiaojin Zhu, Andrew Goldberg, Mohamed Eldawy, Charles Dyer, and Bradley Strock. AAAl 2007



First Deep Learning Work

i Ll e
BIa=— =T

A stop sign 1s flying in A herd of elephants fly-
blue skies. ing 1n the blue skies.

Generating Images from Captions with Attention.
Elman Mansimov, Emilio Parisotto, Jimmy Lei Ba, Ruslan Salakhutdinov. ICLR 2016.



First Deep Learning Work

AEOD (7.
Oang = o 5

A toilet seat sits open in A person skiing on sand
the grass field. clad vast desert.

Generating Images from Captions with Attention.
Elman Mansimov, Emilio Parisotto, Jimmy Lei Ba, Ruslan Salakhutdinov. ICLR 2016.



First Deep Learning Work
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a person sking down a mountain
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Can we improve it?



How can we improve it?

* Better generative modeling techniques.

* Better text encoders.

* Better generator architectures.

* Better ways to connect text and image.

* Bigger data + more GPU/TPU computing.
* Bigger model sizes.



GAN-based Text-to-Image

this small bird has a pink this magnificent fellow is
breast and crown, and black almost all black with a red
primaries and secondaries. crest, and white cheek patch.

Generative Adversarial Text to Image Synthesis
Scott Reed et al., ICML 2016



GAN-based Text-to-Image

the flower has petals that this white and yellow flower
are bright pinkish purple have thin white petals and a
with white stigma round yellow stamen

Generative Adversarial Text to Image Synthesis
Scott Reed et al., ICML 2016



GAN-based Text-to-Image

This flower has small, round violet This flower has small, round violet
petals with a dark purple center petals with a dark purple center
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Generator Network Discriminator Network

Conditional GAN + CNN + concatenation

Generative Adversarial Text to Image Synthesis
Scott Reed et al., ICML 2016



Video title :- "Real footage of aliens
caught on tape 100 percent authentic"

The video quality :-

But these images are tiny ...
How can we make them HD?



+ [wo-stage Models

This bird has a This flower has
This bird is white yellow belly and  overlapping pink
with some black on tarsus, grey back, pointed petals
its head and wings, wings, and brown surrounding a ring
and has a long throat, nape with  of short yellow

orange beak a black face filaments

(a) StackGAN
Stage-I
64x64

1mages |

(b) StackGAN
Stage-I1
256x256
images

(c) Vanilla GAN
256x256
1mages

Two-stage Conditional GAN + CNN + concatenation

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks
Han Zhang et al., ICCV 2017



+ [wo-stage Models

| Conditioning | | Stage-l Generator G, |
| Augmentation (CA) | | for sketch |

Text descriptiont Embedding ¢,/ Mo |
' !g _.‘ N

|
Co |
This bird is grey with '
white on its chest and —» :<: | :
has a very short beak | |
| o | 27 64 x 64 Compression and
| |

€~ N(O, 1) | | | real images | I Spatial Replication

([ 64x64 |
results

LEJ

Two-stage Conditional GAN + CNN + concatenation

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks
Han Zhang et al., ICCV 2017



Text descriptiont Embedding o,|

This bird is grey with

+Two- stage Models

| Conditioning |
| Augmentation (CA) |
Ho

[ 64x64 |

results

.

white on its chest and
has a very short beak

Embedding

"~

> I\ .

64 x 64
| real images

Compression and
Spatial Replication

——— EE—— S SE— E— —

Conditioning
| Augmentation

e e e s e e

64 x 64
Stage-I results

[ 256 x 256 |
real images
G

Compression and
Spatial Replication

256 x 256
results

Two-stage Condltlonal GAN + CNN + Concatenatlon
StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks

Han Zhang et al., ICCV 2017




Text descriptiont Embedding o,|

This bird is grey with

+Two- stage Models

| Conditioning |
| Augmentation (CA) |
Ho

[ 64x64 |

results

.

white on its chest and
has a very short beak

Embedding

"~

> I\ .

64 x 64
| real images

Compression and
Spatial Replication

——— EE—— S SE— E— —

Conditioning
| Augmentation

e e e s e e

64 x 64
Stage-I results

[ 256 x 256 |
real images
G

Compression and
Spatial Replication

256 x 256
results

Two-stage Condltlonal GAN + CNN + Concatenatlon
StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks

Han Zhang et al., ICCV 2017




+ Two-stage Models

This flower 1s This flower has  This flower 1s

This flower has  pink, white, petals that are white and
Text a lot of small and yellow 1n dark pink with  yellow 1n color,

description purple petals in  color, and has white edges with petals that
a dome-like petals that are and pink are wavy and
configuration striped smooth

64x64
GAN-INT-CLS
256x256
StackGAN

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks
Han Zhang et al., ICCV 2017



+ Two-stage Models

Eggs fruit A street sign
A group of candy nuts on a stoplight
A picture of a people on skis and meat pole in the
very clean stand 1n the served on middle of a
Text Livi : :
desoringi 1ving room SNOW white dish day
escription
.
! 'l
64x64 -
GAN-INT-CLS
256x256
StackGAN

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks
Han Zhang et al., ICCV 2017



+ Cross-attention to connect Text and Image

this bird is red with white and has a very short beak

-
o

10:short  3:red 11:beak 9:very 8:a

3:red 5:white lzbird 10:short 0:this

AttnGAN: Fine-Grained Text to Image Generation with Attentional Generative Adversarial Networks
Tao Xu et al., CVPR 2018



+ Cross-attention to connect Text and Image

word Local image
features features
—lll , I
2~N(0, |) T
sentence
Text eature Image
>| ><F cal L Encoder
Encoder
thlS blrd IS rEd Wlth 64“64}:3 1283{128){3

white and has a
very short beak D 0
\, J
o A

AttnGAN: Fine-Grained Text to Image Generation with Attentional Generative Adversarial Networks
Tao Xu et al., CVPR 2018




Got Stuck in 2018-2020
(Birds, MS COCO)



Got Stuck in 2018-2020 (Birds, MS COCO)

this small bird has a pink

this magnificent fellow is

breast and crown, and black almost all black with a red
primaries and secondaries.

crest, and white cheek patch.

the flower has petals that
are bright pinkish purple
wi white stigma

this white and yellow flower
have thin white petals and a
round yellow stamen

Eggs fruit A street sign
A group of candy nuts on a stoplight
Apictureofa  peopleonskis  and meat pole in the
very clean stand in the served on middle of a
living room SNOW white dish day

"GAN_INT_CLS" Reed et al. ICML 2016 https://arxiv.org/abs/1605.05396

"StackGAN" Zhang et al. ICCV 2017 https://arxiv.org/abs/1612.03242



https://arxiv.org/abs/1605.05396
https://arxiv.org/abs/1612.03242

Can we synthesize images
beyond single or a few categories



Taming Transformers for High-Resolution Image Synthesis

patrick Esser’ Robin Rombach” Bjorn Ommer
Heidelberg Collaboratory for Image Processing, [WR, Heidelberg University, Germany

*Both authors contributed equally to this work

.

—=
-

Figure 1. Our approach enables transformers to synthesize high-resolution images like this one, which contains 1280x460 pixels.

Abstract and are increasingly adapted 10 other areas such as audio
[12] and vision [, 16]. In contrast to the predominant vi-

4 en 1oarn long-rangé interactions on sequential sion architecture, convolutional neural networks (CNNS),
o vt results the transformer architecturc contains no built-in inductive

1w of interactions and 18 therefore free
. .. WJdnwever.

133 [cs.CV] 73 Jun 2021

Pa—



Autoregressive (AR) image synthesis

Input partial

Image — — — — — —
Predicted color of
next pixel

*
.
.
““
.
v

[PixelRNN, PixelCNN, van der Oord et al. 2016]



Input partial _ ¥
Image — — — — — —
Predicted color of
next pixel

*
.
.
““
.
v

[PixelRNN, PixelCNN, van der Oord et al. 2016]



Network output
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Network output
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Network output
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Generation is super slow?
What should we do?



From VQ-VAE' to VQGAN real/fake

- Neural Discrete Representation Learning, v.d.Oord et al, https://arxiv.org/abs/1711.00937

“ Codebook i L L I

learned fFlr|r|r

learned

CNN
\ N-1 / Discriminator

reconstruction

learned

learned

CNN
Decoder

CNN o
Encoder quantization

i) replace L2/L1 rec. loss with Perceptual loss (includes pixel-level)

ii) add (patch-wise) Discriminator to favor realism over perfect reconstruction
Slide credit: Robin Rombach


https://arxiv.org/abs/1711.00937

From VQ-VAE' to VQGAN real/fake

- Neural Discrete Representation Learning, v.d.Oord et al, https://arxiv.org/abs/1711.00937

“ Codebook i L L I

learned flr|r|r

learned

CNN
\ N-1 / Discriminator

reconstruction

learned

learned

CNN
Decoder

CNN o
Encoder quantization

VGL [ﬁfrec]
VGL [[:GAN]+5

Etotal — L"'rec -+ ‘C'VQ -+ A‘L?'GAN where \ =

Slide credit: Robin Rombach


https://arxiv.org/abs/1711.00937




Scaling VQGAN for Text-to-Image!

- see recently released “Parti” paper by Google (text-to-image model)
- https://parti.research.google/
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A portrait photo of a kangaroo wearing an orange hoodie and blue sunglasses standing on the grass in front of the Sydney Opera
House holding a sign on the chest that says Welcome Friends!

Slide credit: Robin Rombach


https://parti.research.google/
https://parti.research.google/

Scaling VQGAN for Text-to-Image!

- see recently released “Parti” paper by Google (text-to-image model)
- https://parti.research.google/

- ViT-VQGANT
Inference ( , =
_l—> Transformer Decoder ...y Image Detokenizer

Transformer Encoder § (Transformer) )
& , _— \ - * -

T j T ____________ Image Tokenizer

] ] Train L (Transformer)

t to tn <s0s> 1 io .

Two dogs running in a field

Transformer-based Encoder/Decoder + Transformer-based Autoregressive models


https://parti.research.google/
https://parti.research.google/

Another Approach: Diffusion Models!

great results for image synthesis

Image Super-Resolution via lterative Refinement

Chitwan Saharia, et al

https://arxiv.org/abs/2104.07636

Denoising Diffusion Probabilistic Models

Jonathan Ho, Ajay Jain, et al Diffusion Models beat GANs on Image Synthesis
Prafulla Dhariwal, Alex Nichol

https://arxiv.org/abs/2006.11239

https://arxiv.org/abs/2105.05233

... but very expensive :(
Slide credit: Robin Rombach


https://arxiv.org/abs/2105.05233
https://arxiv.org/abs/2104.07636
https://arxiv.org/abs/2006.11239

Brief Overview of Diffusion Models

—— Stochastic process

e

- “destroy” the data by gradually adding
small amounts of gaussian noise

—— Reverse stochastic process

Animations from https://yang-song.github.io/blog/2021/score/

- “create” data by gradually denoising a
noisy code from a stationary distribution



https://yang-song.github.io/blog/2021/score/
https://yang-song.github.io/blog/2021/score/
https://yang-song.github.io/blog/2021/score/

Denoising Diffusion Models

Learning to generate by denoising

Denoising diffusion models consist of two processes:
Forward diffusion process that gradually adds noise to input

Reverse denoising process that learns to generate data by denoising

Forward diffusion process (fixed)

Data Noise

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurlPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

Slide credit: Karsten Kreis et al.



Latent Diffusion Modeling: Architecture

VQ-reg.: L = Lrec + Lvg + ALaan

Autoencoder with KL or VQ regularization.

KL-reg.: L. . = Lrec + BLKL + ALcgan

4 ~) Latent Space )
E ~ Diffusion Process
all Denoising U-Net €g h 27

7 €D

|

\F:ixel Spac9

6onditionina

[Sema ntiq

Map
Text

Repres
entations

denoising step crossattention  switch  skip connection concat
Slide credit: Robin Rombach

where \ =

vG L [ﬁrec]

Ve, [Loan]+6



LDMs for Text-to-Image Synthesis

- 32x32 cont. space Text-to-Image Synthesis on LAION. 1.4B Model.

600 M Tr an Sf ormer 'A zombie in the '"An image of an animal ‘An illustration of a ‘A painting of a ‘A watercolor painting of a

style of Picasso’ half mouse half octopus’  slightly conscious neural network.”  squirrel eating a burger.”  chair that looks like an octopus.

‘A shirt with the inscription:

“I love generative models!”.’

- 800M UNet
- 400M Image/Text Pairs

Slide credit: Robin Rombach

10

Gonorastive Moodal)

Generative
Models!




LDMs for Text-to-Image Synthesis

convolutional sampling (train on 2562, generate on >2567)

“A sunset over a mountain range, vector image”

Slide credit: Robin Rombach



Stable Diffusion

Latent Diffusion ++
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Text-Guided Image-to-Image

SDEdit (https://arxiv.org/abs/2108.01073) recipe: diffuse — denoise

Adding noises (diffuse) Denoise

g \ —

Rke %ke

Image\

o 5 .(v‘l, iy AT

e T AT
e I

2\ s

Input Output

Slide credit: Robin Rombach


https://arxiv.org/abs/2108.01073

Text-Guided Image-to-Image

Slide credit: Robin Rombach



“a fantasy landscape, watercolor painting”
» " .




“Upgrade” your child’s artwork

original post: https://www.reddit.com/r/StableDiffusion/comments/wyq04v/using img2img to upgrade my sons artwork/

Slide credit: Robin Remp¥e%


https://www.reddit.com/r/StableDiffusion/comments/wyq04v/using_img2img_to_upgrade_my_sons_artwork/

abstract art from photos
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https://www.reddit.com/user/Pereulkov/
https://www.reddit.com/r/StableDiffusion/comments/xhhyad/i_made_abstract_art_from_my_photos/

Video Synthesis

S

Stable Diffusion (img2img) + EBSynth by Scott Lightsier:
https://twitter.com/LighthiserScott/status/1567355079228887041?t=kXXCAVtuO51JCGcro3Ma3A&s=19

EBSynth: single-frame video stylization app: https://ebsynth.com/


https://twitter.com/LighthiserScott/status/1567355079228887041?t=kXXCAVtuO5lJCGcro3Ma3A&s=19

Prompt Marketplace (promptbase.com)

DALL-E, GPT-3, Midjourney,
Stable Diffusion, ChatGPT
Prompt Marketplace

A Midjourney
Find top prompts, produce better results, save on API " (a;) dn
N oV
costs, sell your own prompts. \

Find a prom pt Sell a prom pt Modern Woodcut Engravings Intric... Financial Analysis Of Companies

Ti= techcrunch THEVERGE [UIGRIER FSTGMPANY

FINANCIAL TIMES yahoo/finance WS

Featured Prompts

A Midjourney A Midjourney A Midjourney A Midjourney A Midjourney

dele A glvwwe

Minimal Pastel Diagram Art ~ $2.99 Objects Made Of Money $2.99 Butterfly Cliparts Asymmetrical Split Exposure ... $2.99

Coffee Stain Art

Hottest Prompts

ChatGPT idj : A Midjourney - ChatGPT # Midjourney
o ua " "«

)

Nft Generative Art Maker Clean Animal Art For Coloring... $1.99 Tiny Gouache Houses Beautiful Oil Paintings $2.99 Hot Prl Selling Make Cartoons Like Lofi-girl ~ $2.99 Delicate Vibrant Emotive Arra... $2.99

Newest Prompts

W . Y ——

ChatGPT [] stable Diff. “‘*ﬁ ; el 7 @ A Midjourney ‘ [] stable Diff. ] A Midjourney f & g A Midjourney | *

X Y S B g Al Kl =i v o L

$2.99 Alien Bio Organisms Posters  $2.99

Fix Anything $2.99 Tropical Fashion 5299 Food Images With Neon Effects $1.99 Wall Art Mockups Choose Wall ... $1.99 Premium Logos Beautiful Oil Paintings




Uls / Plug-Ins for Photoshop, GIMP etc

ol Phatodhop 2001 -
''''''' : Init mode: edge_pad patchmatch o2_ns cv2_telea gaussian perifin
= MR - B oA frassioiietory O ¥ 1 ey X K] ~ : . % )

.':-’_ Sourca

* Prompt: | a girl
https://twitter.com/wbuchw/status/1563162131024920576

Resize SD input to 512x512 Steps: = 50 . Guidance: 7.5 : Strength:

https://github.com/lkwag007/stablediffusion-infinity

Slide credit: Robin Rombach


https://twitter.com/wbuchw/status/1563162131024920576
https://github.com/lkwq007/stablediffusion-infinity
https://github.com/lkwq007/stablediffusion-infinity
https://github.com/lkwq007/stablediffusion-infinity

What if you have 1,000+ GPUs/TPUs



DALL-E 2, Imagen

Sprouts in the shape of text ‘Imagen’ coming out of a A photo of a Shiba Inu dog with a backpack riding a A high contrast portrait of a very happy fuzzy panda
fairytale book. bike. It is wearing sunglasses and a beach hat. dressed as a chef in a high end kitchen making dough.

vibrant portrait painting of Salvador Dali with a robotic half face a shiba inu wearing a beret and black turtleneck

an espresso machine that makes coffee from human souls, artstation panda mad scientist mixing sparkling chemicals, artstation a corgi’s head depicted as an explosion of a nebula

A cute sloth holding a small treasure chest. A bright
fly event. golden glow is coming from the chest.

* Pixel-based Diffusion (No encoder-decoder)

» pre-trained text encoder (CLIP, t5)

: CD;IfoSIZH dmOdzI -II- ?Iesajs;f;zgfie; QZJUIdance https://cdn.openai.com/papers/dall-e-2.pdf
astaded models. ba- - https://arxiv.org/abs/2205.11487



https://cdn.openai.com/papers/dall-e-2.pdf
https://cdn.openai.com/papers/dall-e-2.pdf
https://cdn.openai.com/papers/dall-e-2.pdf
https://cdn.openai.com/papers/dall-e-2.pdf
https://cdn.openai.com/papers/dall-e-2.pdf
https://arxiv.org/abs/2205.11487

But what about ...

Evaluation?
Robustness ?
Reasoning Abilities?
Efficiency?



A chair above a knife

Do T2l Models Generate Accurate
Spatial Relationships?

A teddy bear below a bed
A fork to the left of a carrot

A person to the right of a truck

€ above(chair, knife) ) below(teddy bear, bed) 0 left(fork, carrot)




Benchmarking Spatial Relationships in Text-to-Image Generation

Tejas Gokhale '*  Hamid Palangi > Besmira Nushi 2 Vibhav Vineet °
Eric Horvitz * Ece Kamar ° Chitta Baral Yezhou Yang '
! Arizona State University 2 Microsoft Research

S
© —
. 2 : g
by — (1] 8 ©
k; 2 - G
O “— —
I 2 b |
e ks & =)
o) = o =
K 3 o £
R — > e ol
© 5 o) 8 ot
2 g - :
< - =
< Q.
< :
€ above(chair, knife) € below(teddy bear, bed) ) left(fork, carrot) € right(person, truck)

Figure 1: We benchmark T2I models on their competency with generating appropriate spatial relationships in their visual renderings.
Although text inputs may explicitly mention these spatial relationships, T21 models lack such spatial understanding.

visort2i.github.io https://github.com/microsoft/VISOR



VISOR reveals the ineffectiveness of T2l models
in generating multiple objects with correct spatial relationships.
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Follow-up (Method to Improve Spatial Reasoning in T2l)

=2 Getting it Right. Improving Spatial
Consistency in Text-to-Image Models

Agneet Chatterjee" ¥, Gabriela Ben Melech Stan?", Estelle Aflalo?, Sayak Paul®, Dhruba Ghosh?,

Tejas Gokhale®, Ludwig Schmidt?, Hannaneh Haijishirzi®, Vasudev Lal?, Chitta Baral', Yezhou Yang'
1Arizona State University, Intel Labs, *Hugging Face, “University of Washington

SUniversity of Maryland, Baltimore County
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A cozy cabin nestled in the woods, with a stream flowing in front A cat sitting on a chair with a lamp to the right and a window

A giraffe to the right of a truck. A hair drier to the right of a wine glass. and a fire burning in the fireplace inside. above, casting shadows on the floor below.




ConceptBed (AAAI 2024)

CONCEPTBED: Evaluating Concept Learning Abilities of Text-to-Image Diffusion
Models

Maitreya Patel'*, Tejas Gokhale?, Chitta Baral', Yezhou Yang'

I Arizona State University
2 University of Maryland Baltimore County



ConceptBed

Evaluating Concept Learning Abilities of Text-to-Image Diffusion Models

Workflow:

* Textual inversion models
learn visual concepts from
a few examples.

Reconstruction

* These concepts “V*” are Concent Tniges o
stored as text embeddings. (Input) (Output)

 T2|1 models use the new

concepts in novel . o
i

compositions
V* flying in the sky. EEENP GENERATOR

Two V* siftung on a tree branciv

Reconstructed




ConceptBed

Evaluating Concept Learning Abilities of Text-to-Image Diffusion Models

Findings:
« Compositionality is hard!

® “flying!!
* where are the wings?

* Would a bird float with
that pose?

V* flying in the sky.

» Counting ...

Two V* sitting on a tree branch.




 Dataset

 Evaluation Metric:

“Concept Confidence Deviation”

Figure 3: The outline of CONCEPTBED evaluation

framework.

ConceptBed Inference Phase
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Total: 284 unique concepts
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ECLIPSE: Resource-Efficient T2l Prior (CVPR'24)
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ECLIPSE leverages pre-trained vision-language models (e.g., CLIP) to distill the
knowledge into the prior model.

* CLIP Contrastive Learning is enough to achieve state-of-the-art text-to-image prior
without the diffusion process.

* This allows training model with only 33M parameters and 0.6M image-text pairs.
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