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"RANSAC In 2025”
|ICCV Workshop (Oct 20, 2025) !cggzuvzs

Schedule (Monday, 20th October)

Start End Title Presenter
13:00 13:45 Introduction to RANSAC Jiri Matas
13:45 14:30 Minimal Solvers and Model Refinement Viktor Larsson
14:30 14:50 Coffee break —

14:50 15:35 How to Build a State-of-the-Art RANSAC? Daniel Barath

1535 16:20 Differentiable and Learning-Based Alternatives Eric Brachmann

16:20 17:00 RANSAC in Downstream Vision Tasks Dmytro Mishkin

17:00 17:10 Conclusion. Open Problems. Q&A All

https://danini.github.io/ransac-2025-tutorial/



https://danini.github.io/ransac-2025-tutorial/
https://danini.github.io/ransac-2025-tutorial/
https://danini.github.io/ransac-2025-tutorial/
https://danini.github.io/ransac-2025-tutorial/
https://danini.github.io/ransac-2025-tutorial/

itch them ©

— st

brings you photos

Tejas

HW3




Recap

Homography and RANSAC



Problem Statement

Given a set of matched feature points {p;, p;} find the best estimate of H such that

P'=H:-P

original image target image

How many correspondences do we need?



Determining the homography matrix

Write out linear equation for each correspondence:

x’ hl hg h3 T
P'=H-P or y | =a| ha hs he
1

= 2




Determining the homography matrix

Write out linear equation for each correspondence:

x’ i hl hg h3 T
P'=H-P or y | =a| ha hs he Y
i 1 | i h- hg hg 1L 1 |

Expand matrix multiplication:
' = a(hi1z + hoy + h3)
y' = a(hazx + hsy + hg)
1 = a(h7z + hgy + hg)



Determining the homography matrix

Write out linear equation for each correspondence:

x’ i hl hg h3 T
P'=H-P or y | =a| ha hs he Y
i 1 | i h- hg hg 1L 1 |

Expand matrix multiplication:
' = a(hi1z + hoy + h3)
y' = a(hazx + hsy + hg)
1 = a(h7z + hgy + hg)

Divide out unknown scale factor:

' (h7x + hgy + ho) = (h1x + hay + h3)
y'(h7x + hey + ho) = (haz + hsy + he)



t'(h7x + hgy + hg) = (h1z + hoy + h3)
y' (hrx + hgy + hg) = (haz + hsy + he)

Just rearrange the terms

hrxx' + hgyxr' + hor' — hiz — hoy — hg =0
hrzy' + hsyy' + hoy' — hax — hsy — he =0



Determining the homography matrix

Re-arrange terms:
h-xx' + hgy:r;’ + hoz' — hix — hoy — hg =0
hrxy' + hgyy' + hoy' — hax —hsy —he =0

Re-write in matrix form:

—x —y -1 0 0 0 zz' yz' =z
0 0 0 -z —y -1 zv yy 4

-
h=|hy hy hy hy hs hsg hy hg hg |



Determining the homography matrix

Stack together constraints from multiple point correspondences:

Ah=0

Homogeneous linear least squares problem



Solve it using SVD

(or any other least-squares solver)



Given two images...
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find matching features (e.g., SIFT) and a translation transform



Matched points will usually contain bad correspondences

b | leF FEI] S .
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how to estimate the transform while dealing with bad correspondences ?



Use RANSAC




Estimating homography using
RANSAC

« RANSAC loop
1. Get four point correspondences (randomly)
2. Compute H using DLT
3. Count inliers
4. Keep H it largest number of inliers

« Recompute H using all inliers



Pick one correspondence, count inliers

correspondence




Pick one correspondence, count inliers




Pick one correspondence, count inliers

correspondence




Pick one correspondence, count inliers




Pick one correspondence, count inliers

Pick the model with the highest number of inliers!



Estimating homography using
RANSAC

« RANSAC loop
1. Get four point correspondences (randomly)
2. Compute H using DLT
3. Count inliers
4. Keep H it largest number of inliers

« Recompute H using all inliers



RANSAC

* An example of a “voting”-based fitting scheme

* Each hypothesis gets voted on by each data point,
best hypothesis wins

* There are many other types of voting schemes
e E.g., Hough transforms...



What we’ve studied so far ...

o Given two images with matched features,
calculate homography (transformation) “H"

> =<

e Do so robustly (deal with bad matches) by using RANSAC

How can we use it for creating panoramas?
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HW3 Il (will be released soon)
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Lecture 14

Camera Models and Calibration

EVERYBODY/IS|OFF
SAVING/THE{GALAKY

AND/IIMJUST;SITTING/HERE




The camera as a coordinate transformation

homogeneous coordinates

A camera is a mapping / \
2D image camera 3D world

the 3D world
to: point matrix point

a 2D image



The camera as a coordinate transformation

r—PX

_ _ _ - x
X p1 P2  P3 P4 v
Y = | P5 Pe Pr D8 7
Z P9 Pio P11 P12 _ 1
homogeneous camera homogeneous
image coordinates matrix world coordinates

3x1 3x4 4x1



The pinhole camera

image plane

real-world
object

camera < >

center focal length f



e (rearranged) pinhole camera

image plane

real-world
object

<€ > camera
focal length f center



The (rearranged) pinhole camera

image
Y plane

> Z
camera principal axis

center

What is the equation for image coordinate x in terms of X?



The 2D view of the (rearranged) pinhole camera

image plane

What is the equation for image coordinate x in terms of X?



The 2D view of the (rearranged) pinhole camera

image plane

X Y 2T [fX/Z fY/Z)T



The (rearranged) pinhole camera

image
Y plane

> Z
camera principal axis

center

What is the camera matrix P for a pinhole camera?

r=PX



The pinhole camera matrix

Relationship from similar triangles:

X Y zT s [fX/Z fY/2]"

What does the pinhole camera projection look like?

0
P=|0 f 0 O
0 0 1 O




The pinhole camera matrix

Relationship from similar triangles:
X Y 2" ~(fX/Z2 fY/7)"

General camera model:

_ i, _ - [ X
X p1 P2 P3 P4 v
Y |=| ps pe pr Dps 7
Z | P9 P10 P11 P12 1
Example: Pinhole Camera Model
f 0 0 0
P=10 f 0 O
0 0 1 0




Generalizing the camera matrix

In general, the camera and image have different coordinate systems.

Ocamera

¢ L

Oima.ge

image point




Generalizing the camera matrix

In particular, the camera origin and image origin may be different:

Image
plane l
p .-~ camera coordinate system

.
L"

o
>

image coordinate system

How does the camera matrix change?

-
-

P =

S O %
O = O
-
-




Generalizing the camera matrix

In particular, the camera origin and image origin may be different:

Image
plane l
p .-~ camera coordinate system

.
L"

o
>

image coordinate system

shift vector
transforming

How does the camera matrix change? / camera origin to

B f 0 Dy 0 7] image origin
P=|0 f p, O
00 1 0




Camera matrix decomposition

We can decompose the camera matrix like this:

f 0 p, O
P=|0 f p, O
0 0 1 0]
" f 0 p, |[1 0 0i0]
P=|0 f p, 01 0:0
0 0 1 |[0 0 1.0

What does each part of the matrix represent?



Camera matrix decomposition

We can decompose the camera matrix like this:

f 0 pg 1 0 0:0
P=|0 f p, 0O 1 0 0
0 0 1 110 01 0 |
(homogeneous) transformation (homogeneous) projection from 3D
from 2D to 2D, accounting for not to 2D, assuming image planeatz=1
unit focal length and origin shift and shared camera/image origin
f 0 pg |

Also written as: P:K[I|0] where K = 0 f Py
0 0 1




Generalizing the camera matrix

In general, there are three, generally different, coordinate systems.

Oca.mera.

Oimage

¢ L

image point

Oworld

We need to know the transformations between them.



World-to-camera coordinate system transtformation

~

Ye XW
tilde means
Camera ‘TC/ Yw
coordinate heterogeneous
system . .
/- o Ty coordinates

World Zaw
coordinate
system



World-to-camera coordinate system transtformation

yc XW
A
Camera Le / Yw
coordinate
system . .
E // “c Tw
Coordinate of the World' w
. coordinate
camera center in the
system

world coordinate frame



World-to-camera coordinate system transtformation

m ________----m__---/------------,—--—----------------- --————-y—--w-—---------- """"'
|
y m

R.(X'W_E)

rotate translate



Modeling the coordinate system transformation

In heterogeneous coordinates, we have:
X.=R- (X, - C)

How do we write this transformation in homogeneous coordinates?



Modeling the coordinate system transformation

In heterogeneous coordinates, we have:
X.=R- (X, - C)

In homogeneous coordinates, we have:

. X.,
Y, R —-RC Y, R —RC
c 1w O 1




Incorporating the transform in the camera matrix

The previous camera matrix is for homogeneous 3D coordinates in camera coordinate system:

x = PX. = K[I|0]X,

We also just derived:

R —-RC
XC:[O 1 ]XW



Putting it all together

We can write everything into a single projection:

x = PX,,

The camera matrix now looks like:

P=|0 f p ||[R -RC|
i 0O 0 1 | ’
intrinsic parameters (3 x 3): / \ extrinsic parameters (3 x 4):
correspond to camera internals correspond to camera externals

(sensor not at f = 1 and origin shift) (world-to-image transformation)



General pinhole camera matrix

We can decompose the camera matrix like this:

P = KR[I| - C]

Another way to write the mapping:

P — K[R|t

where t = —RC



General pinhole camera matrix

P — K[R|t

f 0 ps Ty T2 T3t
P = 0 f Dy T4 Ty Tg to
i 0 0 ]. 1 L T Ts T'g t3 i
Intrinsic extrinsic
parameters parameters
Ty Ty T3 | [t
R — T4 Ts (i t — tg
[l (° T'g t3

3D rotation 3D translation



Perspective distortion



Finite projective camera

&Gy S Po
P=| 0 o p, | |R -RC
0 0 1 |

\

What does this matrix look like if
the camera and world have the
same coordinate system?



Forced perspective

Figure 3. Common optical illusions occur because objects closer to
the camera are magnified. This illustrates the need to understand




The Ames room illusion

" @ WWW.PUZZLINGPLACE.CO.UK




The Ames room illusion

Actual position of

Ferson A ———WHWn |

Apparent position
of person & —

Apparent /

shape of room

!

iewRg
peephole

Actual and
apparent position
of person B



Perspective distortion

long focal length mid focal length short focal length




Dolly Zoom: “Vertigo” effect

Named after Alfred Hitchcock’s movie




Vertigo effect







The pinhole camera matrix

Relationship from similar triangles:
X Y 2" ~(fX/Z2 fY/7)"

General camera model:

_ i, _ - [ X
X p1 P2 P3 P4 v
Y |=| ps pe pr Dps 7
Z | P9 P10 P11 P12 1
Example: Pinhole Camera Model
f 0 0 0
P=10 f 0 O
0 0 1 0




Other camera models



What if...

real-world
object

... we continue increasing Z
, and f while maintaining
same magnification?

f = ooand 7= constant

depth 7 focal
length f



Different cameras
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perspective camera weak perspective camera






camerais close =

to object and has
small focal length

perspective

weak perspective

increasing focal length

increasing distance from camera

Parallel lines
in 3D
converge in

image

camera is far from
object and has
large focal length

Parallel lines
remain
~ parallel




Weak perspective vs perspective camera

Y
X Y 21" [fX/Z, fY/Z,)"
image plane * magnification does not
7 X change with depth

e constant magnification
depending on f and Z,




Comparing camera matrices

Let’s assume that the world and camera coordinate systems are the same.



Comparing camera matrices

Let’s assume that the world and camera coordinate systems are the same.

* The perspective camera matrix can be written as:

" f 0 p, |1 0 0 O
P=|0 f p, 01 0 0
00 1][00 10

* The weak perspective camera matrix can be written as:



Comparing camera matrices

Let’s assume that the world and camera coordinate systems are the same.

* The perspective camera matrix can be written as:

" f 0 p, |1 0 0 O
P=|0 f p, 01 0 0
00 1][00 10

* The weak perspective camera matrix can be written as:

f 0 p, | [1 0 0 O
P=|0 f p, 0 1 0 O
00 1|00 0 Z,




Comparing camera matrices

Let’s assume that the world and camera coordinate systems are the same.

where we now have the
more general intrinsic matrix

| &y S Pg |
K = 0 « py
0 0 1




Comparing camera matrices

Let’s assume that the world and camera coordinate systems are the same.

* The finite projective camera matrix can be written as:

1 0 0 O
P=K| 0 1 0 O where we now have the
O 0 1 0 more general intrinsic matrix
(8 2 S D
K= 0 « py
0 0 1




Comparing camera matrices

Let’s assume that the world and camera coordinate systems are the same.

* The finite projective camera matrix can be written as:

P

K

enBRan il
o = O

* The affine camera matrix can be written as:

P

K

1 0
0 1

0 0

0 0
0 0
1 0
K
0 0°
0 0
0 Z,

where we now have the
more general intrinsic matrix

Ay S Pz
0 a, py
0 0 1

In both cameras, we can incorporate extrinsic parameters same as we did before.



When can we assume a weak perspective camera?



When can we assume a weak perspective camera?

1. When the scene (or parts of it) is very far away.

Weak perspective projection applies to the mountains.



When can we assume a weak perspective camera?

2. When we use a telecentric lens.

| |

¢
| |
| |
Place a pinhole at | |
focal length, so : :
that only rays TS S e Pa Ve’ Ul i
parallel to primary 1 |
ray pass through. : :
| |

F
'¢ >l > |
object distance D focal length f :
<€ > |

sensor distance D’



Orthographic camera

Special case of weak perspective camera where:

* constant magnification is equal to 1.

e thereis no shift between camera and image origins.

* the world and camera coordinate systems are the same.

What is the camera matrix in this case?



Orthographic camera

Special case of weak perspective camera where:

* constant magnification is equal to 1.

e thereis no shift between camera and image origins.

* the world and camera coordinate systems are the same.




Orthographic in traditional drawing Orthographic projection

top -
; J J il = - - [
o rear left side B front right side
J v
~ bottom

— projection plane parallel to a coordinate plane
— projection direction perpendicular to projection plane



Camera Calibration



Camera Calibration
CALIBRATE GOOD TIMES

/

.
COMEON,IT'SA
:
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What does it mean to “calibrate a camera”?

Someone gives you an unknown camera ...



What does it mean to “calibrate a camera”?

Someone gives you an unknown camera ...

Estimate the Projection Matrix P (camera intrinsics and extrinsics)



What does it mean to “calibrate a camera”?

Someone gives you an unknown camera ...
Estimate the Projection Matrix P (camera intrinsics and extrinsics)
Many different ways to calibrate a camera:

e Radiometric calibration.

e Color calibration.

e Geometric calibration.

* Noise calibration.

* |lens (or aberration) calibration.



P — K[R|t

f 0 pg ry To T3t
P=|0 f p, re Ts Te il
i 0 0 ]. 1 L T Ts T'g t3 i
Intrinsic extrinsic
parameters parameters
Ty Ty T3 | [t
R — T4 Ts (i t — tg
[l (° T'g t3

3D rotation 3D translation



Camera Calibration Procedure

Step 1: Capture an image of an object with known geometry.

Object of Known Geometry




Camera Calibration Procedure

Step 2: Identify correspondences between 3D scene points and
image points.

L
F I“r

Yo W
Object of Known Geometry Captured Image




Camera Calibration Procedure

Step 3: For each corresponding point i in scene and image:

2 {I-:]_
xW

. (i)
(1) P21 P22 P23 Paa||’w

1 Pz1 P32z Pzz Piza .?:E:}
kgl

[um] P11 Piz P13z Pia

Known Unknown
Known

* Solve using least squares ...




Geometric camera calibration

Given a set of matched points

{Xi, @i}

point in 3D point in the
space image

and camera mode|

z = f(X;p) =PX

S Camera
projection parameters )
model matrix

Find the (pose) estimate of

We'll use a perspective camera
model for pose estimation



Mapping between 3D point and image points
_ _ - [ X 7
L P1r P2 P3 P4 v
Yy | = | Ps Pe DPr P8 7
o P9 Pio P11 P12 1




Mapping between 3D point and image points

- - - - X
L P1r P2 P33 P4 v
Yy | = | P5 Pe Pr D8 7

2 | P9 P10 P11 P12 | 1

i _—P?—_ _ -
y |=| —p— || X

2] L—mps— L |

Heterogeneous coordinates

r:p]—X ;:P;X

(non-linear relation between coordinates)



How can we make these relations linear?

Make them linear with algebraic manipulation...
py X —p3 Xy' =0
pl X —p; Xz' =0

Now we can setup a system of linear equations
with multiple point correspondences



PzX D3 X"J =0

p{ X —p3 Xz’ =0



In matrix form ...

Dq
Do
D3




In matrix form ...

For N points ...

\These should be x_N, y_N



Solve for camera matrix by

& = argmin ||Az|* subject to ||z||* =1

£
" X! 0 —2'X|
0 Xil_ _?:/!X? B2
A= . I T=| P2
Xy 0 —Xy | P3
L0 Xy -y Xy




Solve for camera matrix by

Fat

& = argmin ||Az|* subject to ||z||* =1

£
" X! 0 —2'X|
T T —
0 X, —vX, Dy
A= . I T=| P2
Xy 0 —-2'Xy | P3
0 XN —yYXy

Solution x is the column of V —
corresponding to smallest singular A=02V
value of




Solve for camera matrix by

& = argmin ||Az|* subject to ||z||* =1

£r
" X! 0 —2'X] ]
T T _
A= . . I =1 P2
Xy 0 —-2'Xy | P3
0 XN —yYXy

Equivalently, solution x is the
Eigenvector corresponding to ATA
smallest Eigenvalue of




Now we have:

P =

P1
P5
P9

D2
Pe6
P10

P3
P7
P11

P4
D8
P12




P1 P2 P33 P4
Almost there ... P=|p5s ps6 pr ps

Po Pio P11 P12

How do you get the intrinsic and extrinsic
parameters from the projection matrix?



Decomposition of the Camera Matrix
| P1 P2 P3| P4 |
P=|ps pe pr | ps
P9 Pio P11 | P12




Decomposition of the Camera Matrix
| P1 P2 P3| P4 |
P=|ps pe pr | ps
P9 Pio P11 | P12

P = K[R|t]




Decomposition of the Camera Matrix

_Pl P2 P3 p4_
P=|ps ps D7 | D8

P9 Pio P11 | P12

P = K[R|t]
— K[R| — Rc]
— [M| — Mc]




Decomposition of the Camera Matrix

P1 P2 P3| P4
P=|ps pe p7r | D3
| P9 Pio P11 | P12 _
P = K[R|t]
— K[R| — Rc]
= [M| — Mc]

Find the camera center C

What is the projection of the
camera center?

~

s

Find intrinsic K and rotation R




Decomposition of the Camera Matrix

_Pl P2 P3| P4 ]
P=|ps pe p7r | D3

| P9 Pio P11 | P12

P = K[R|t]

— K[R| — Rc]

= [M| — Mc]

Find the camera center C

Pc=0

How do we compute the
camera center from this?

~

s

Find intrinsic K and rotation R




Decomposition of the Camera Matrix

_Pl P2 P3| P4 ]
P=|ps pe p7r | D3

| P9 Pio P11 | P12 _

P = K[R|t]

— K[R| — Rc]

= [M| — Mc]

Find the camera center C
Pc=0
SVD of P!

c is the Eigenvector corresponding to
smallest Eigenvalue

~

s

Find intrinsic K and rotation R




Decomposition of the Camera Matrix

_Pl P2 P3| P4 ]
P=|ps pe p7r | D3

| P9 Pio P11 | P12 _

P = K[R|t]

— K[R| — Rc]

= [M| — Mc]

Find the camera center C
Pc=0
SVD of P!

c is the Eigenvector corresponding to
smallest Eigenvalue

~

s

Find intrinsic K and rotation R

M = KR

Any useful properties of K
and R we can use?




Decomposition of the Camera Matrix

' p1 D2 D3 | P4 |
P=1|ps ps DpPr | D8
| P9 Pio P11 | P12 _
P = K[R|t]
— K[R| — Rc]
= [M] — Mc]

Find the camera center C
Pc=0
SVD of P!

c is the Eigenvector corresponding to
smallest Eigenvalue

~

s

Find intrinsic K and rotation R

M = KR
7oA
right upper  orthogonal
triangle

How do we find K
and R?



Decomposition of the Camera Matrix

_Pl P2 P3| P4 ]
P=|ps pe p7r | D3

| P9 Pio P11 | P12 _

P = K[R|t]

— K[R| — Rc]

= [M| — Mc]

Find the camera center C
Pc=0
SVD of P!

c is the Eigenvector corresponding to
smallest Eigenvalue

~

s

Find intrinsic K and rotation R
M = KR

QR decomposition




Geometric camera calibration

Given a set of matched points
{X‘L T, } Where do we get these
y

matched points from?

point in 3D point in the
space image

and camera model

z = f(X;p) =PX

At Camera
projection parameters i
mode| martrix

Find the (pose) estimate of

We'll use a perspective camera
model for pose estimation



Calibration using a reference object

Place a known object in the scene:
e identify correspondences between image and scene
* compute mapping from scene to image

Issues:
 must know geometry very accurately
 must know 3D->2D correspondence




Geometric camera calibration

Advantages:
* Verysimple to formulate.
* Analytical solution.

Disadvantages:
 Doesn’t model radial distortion.
* Hard to impose constraints (e.g., known f).
 Doesn’t minimize the correct error function.

For these reasons, nonlinear methods are preferred
e Define error function E between projected 3D points and image positions
— E is nonlinear function of intrinsics, extrinsics, radial distortion

e Minimize E using nonlinear optimization techniques



Practical Camera Calibration

In general, its annoying to setup a 3D target for
calibration (controlled environment)

Can we do it with just 2D pictures”?

Very Important Research Question for AR/VR
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