
Reminders / Announcements
• Project Proposal has been graded

o Goal: to give you detailed feedback.  Grading is “light” (Min: 90%, Max: 99%)

o Compute:  Google Colab Pro is free for 1 year: 
https://blog.google/outreach-initiatives/education/colab-higher-education/

o Oct 22: PyTorch tutorial in class (taught by Yu Liu)

• Midterm Exam is on 10/20
o In class; closed-book; 1 hour; everything up to and including 10/15 lecture

o More details in the next class.

• Homework 1 is being graded (ETA ~1 week)

• Homework 2 will be released this weekend (and due ~ Nov 3)

https://blog.google/outreach-initiatives/education/colab-higher-education/
https://blog.google/outreach-initiatives/education/colab-higher-education/
https://blog.google/outreach-initiatives/education/colab-higher-education/
https://blog.google/outreach-initiatives/education/colab-higher-education/
https://blog.google/outreach-initiatives/education/colab-higher-education/
https://blog.google/outreach-initiatives/education/colab-higher-education/
https://blog.google/outreach-initiatives/education/colab-higher-education/


Your Project Topics are Cool !

• Self-supervised learning for medical imaging

• Combined stereo-mono depth estimation

• Interactive Video Generation

• Interactive Image Segmentation

• Anomaly Detection in Astrophysics

• Enhancing Robustness of AI Watermarking

• Fish Growth Monitoring via Vision

• Calorie/Nutrition Estimation from Images

• Vision-based Parking Monitoring

• Photogrammetry

• Detection of “AI-Generated” Images

• Embodied Visual Category Discovery

• Adversarial Defense in Event-Based Vision

• Paraboloid CNNs



Lecture 10
Convolutional Neural Networks

CMSC 472 / 672



Motivation







[Krizhevsky, Sutskever, Hinton. NIPS 2012]

“AlexNet” — Won the ILSVRC2012 Challenge

CNNs in 2012: “SuperVision”  
(aka “AlexNet”)

Major breakthrough: 15.3% Top-5 error on ILSVRC2012  
(Next best: 25.7%)



Recap: Before Deep Learning

Input  
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Figure: Karpathy 2016
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The last layer of (most) CNNs are 
linear classifiers

Input  
Pixels

Ans

Perform everything with a big neural  
network, trained end-to-end

This piece is just a linear classifier

Key: perform enough processing so that by the time you get  
to the end of the network, the classes are linearly separable

(GoogLeNet)











ConvNets
They’re just neural networks with  

3D activations and weight sharing
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What will the output size be?

You will need to make some 
assumptions …





Consider a second filter …



What will the output size be 
if we have 6 filters?







































How many parameters does each filter have?

(a) 9 (b) 27 (c) 96 (d) 864

…

…

Filter Bank with 
3x3 filters

128

3 96

128

128

Knowledge Check …



96

How many filters are in the bank?

(a) 3 (b) 27 (c) 96 (d) can’t say

…

…

Filter Bank with 
3x3 filters

128

3

128

128

Knowledge Check …



Computation in a neural net

…

f (x) = f L ( . . . f2(f1(x)))

“heron”





Pooling — Why?

Pooling across spatial locations achieves 
stability w.r.t. small translations:



Pooling — Why?

Pooling across spatial locations achieves 
stability w.r.t. small translations:

large response 
regardless of exact 
position of edge



Pooling — Why?

Pooling across spatial locations achieves 
stability w.r.t. small translations:



Pooling across channels — Why?
Pooling across feature channels (filter outputs) 
can achieve other kinds of invariances:

large response 
for any edge, 

regardless of its 
orientation

…



Computation in a neural net

…

f (x) = f L ( . . . f2(f1(x)))

“heron”



…

Computation in a neural net

f (x) = f L ( . . . f2(f1(x)))

“heron”



Pooling  vs  Downsampling



Dilated Convolutions

Allows increasing the receptive field 
of the convolutional layer

Useful for looking at larger spatial 
context without looking at every pixel



Transposed Convolution

The transposed convolution a.k.a 

- deconvolution layer
- fractionally strided convolution



Transposed Conv   vs.   Dilated 
Conv



1x1 convolution

How is this not just multiplication?

Multiplications followed by a RELU 
activation

Good for dimensionality reduction, 
efficient storage











alexnet

vgg16

resnet18



Layer Visualizations



Which pixels matter: Saliency via Occlusion

Lecture 8 -April 20, 2023

Mask part of the image before feeding to CNN, 
check how much predicted probabilities change

P(elephant) = 0.95

Boat image is CC0 public domain
Elephant image is CC0 public domain
Go-Karts image is CC0 public domain

Zeiler and Fergus, “Visualizing and Understanding Convolutional 
Networks”, ECCV 2014

Ranjay Krishna, Aditya Kusupati

P(elephant) = 0.75

https://pixabay.com/en/sailboat-ship-sailing-greenland-459794/
https://pixabay.com/en/sailboat-ship-sailing-greenland-459794/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://pixabay.com/en/elephant-african-bush-elephant-114543/
https://pixabay.com/en/elephant-african-bush-elephant-114543/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://pixabay.com/en/gokart-fun-car-go-kart-racing-1089893/
https://pixabay.com/en/gokart-fun-car-go-kart-racing-1089893/
https://pixabay.com/en/gokart-fun-car-go-kart-racing-1089893/
https://pixabay.com/en/gokart-fun-car-go-kart-racing-1089893/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://creativecommons.org/publicdomain/zero/1.0/deed.en


Which pixels matter: 
Saliency via Occlusion
Mask part of the image before feeding to CNN, 
check how much predicted probabilities change

Boat image is CC0 public domain
Elephant image is CC0 public domain
Go-Karts image is CC0 public domain

Zeiler and Fergus, “Visualizing and Understanding Convolutional 
Networks”, ECCV 2014

Ranjay Krishna, Aditya Kusupati Lecture 8 -April 20, 2023
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Common Architectures



Common Architectures

(We will revisit these in detail when we study specific 
tasks like object detection, image generation, etc.)



VGG

• Simonyan and Zisserman, 
“Very Deep Convolutional 
Networks for Large-Scale 
Image Recognition”

• Used to be very common 
(before ResNets)



ResNet
• He, Kaiming; Zhang, Xiangyu; Ren, Shaoqing; 

Sun, Jian (2016). "Deep Residual Learning for 
Image Recognition" (PDF). Proc. Computer 
Vision and Pattern Recognition (CVPR), IEEE.

• Deep networks with more layers does not always 
mean better performance (vanishing gradient 
problem)

• Residual blocks = has skip connections 

• Skipped layers train faster at the beginning, then 
later are filled out 

http://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf
http://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf


Autoencoder

• Can be done with either fully connected 
or convolutional layers

• Idea is to reduce the input to a 
bottleneck or latent code, then 
reconstruct it again

• Sometimes can be used to train a feature 
extractor by enforcing the output = 
input, and then use the first part of the 
network as a feature extractor



U-Net

• Common architecture for image 
reconstruction tasks

• Features skip connections and 
transposed convolutions (up-conv)
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Image-to-image
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conv relu conv softmax

Image-to-image



U-net

Skip connection



Convolutions in time

time





Training ConvNets





Learning network parameters through optimization

Landscape image is CC0 1.0 public domain
Walking man image is CC0 1.0 public domain

Lecture 6 - April 13, 2023Ranjay Krishna, Aditya Kusupati 11

Recap

http://maxpixel.freegreatpicture.com/Mountains-Valleys-Landscape-Hills-Grass-Green-699369
http://maxpixel.freegreatpicture.com/Mountains-Valleys-Landscape-Hills-Grass-Green-699369
https://creativecommons.org/publicdomain/zero/1.0/
https://creativecommons.org/publicdomain/zero/1.0/
http://www.publicdomainpictures.net/view-image.php?image=139314&picture=walking-man
http://www.publicdomainpictures.net/view-image.php?image=139314&picture=walking-man
http://www.publicdomainpictures.net/view-image.php?image=139314&picture=walking-man
https://creativecommons.org/publicdomain/zero/1.0/
https://creativecommons.org/publicdomain/zero/1.0/






Recall:  Overfitting


















	Reminders / Announcements
	Your Project Topics are Cool !
	Lecture 10
	Motivation
	Slide Number 5
	Slide Number 6
	CNNs in 2012: “SuperVision”  (aka “AlexNet”)
	Recap: Before Deep Learning
	The last layer of (most) CNNs are linear classifiers
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Slide Number 25
	Slide Number 26
	Slide Number 27
	Slide Number 28
	Slide Number 29
	Slide Number 30
	Slide Number 31
	Slide Number 32
	Slide Number 33
	Slide Number 34
	Slide Number 35
	Slide Number 36
	Slide Number 37
	Slide Number 38
	Fixed Filters
	Slide Number 40
	Slide Number 41
	Slide Number 42
	Slide Number 43
	Slide Number 44
	Slide Number 45
	Slide Number 46
	Slide Number 47
	Slide Number 48
	Slide Number 49
	Slide Number 50
	Slide Number 51
	Slide Number 52
	Slide Number 53
	Slide Number 54
	Slide Number 55
	Slide Number 56
	Slide Number 57
	Slide Number 58
	Slide Number 59
	Slide Number 60
	Slide Number 61
	Slide Number 62
	Slide Number 63
	Slide Number 64
	Slide Number 65
	Slide Number 66
	Slide Number 67
	Slide Number 68
	Slide Number 69
	Slide Number 70
	Knowledge Check …
	Knowledge Check …
	Computation in a neural net
	Slide Number 75
	Pooling — Why?
	Pooling — Why?
	Pooling — Why?
	Pooling across channels — Why?
	Computation in a neural net
	Computation in a neural net
	Pooling  vs  Downsampling
	Dilated Convolutions
	Transposed Convolution
	Transposed Conv			vs.			Dilated Conv
	1x1 convolution
	Slide Number 89
	Slide Number 90
	Slide Number 91
	Slide Number 92
	Slide Number 93
	Layer Visualizations
	Which pixels matter: Saliency via Occlusion
	Slide Number 96
	Common Architectures
	Common Architectures���(We will revisit these in detail when we study specific tasks like object detection, image generation, etc.)
	VGG
	ResNet
	Autoencoder
	U-Net
	Encoder
	Image-to-image
	Image-to-image
	U-net
	Convolutions	in	time
	Slide Number 108
	Training ConvNets
	Slide Number 110
	 Learning network parameters through optimization
	Slide Number 112
	Slide Number 113
	Recall:  Overfitting
	Slide Number 115
	Slide Number 116
	Slide Number 117
	Slide Number 118
	Slide Number 119
	Slide Number 120
	Slide Number 121
	Slide Number 122

