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Natural Language
from 20,000 feet

Bookkeeping

Final exam is Tuesday in class

* Final exam review Thursday
Project Phase Il due 12/7 at 11:59 PM

Project final paper due 12/15 at 11:59 PM
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Speech and Language Processing

* Getting computers to do reasonably intelligent things with human
language is the domain of Computational Linguistics (or Natural
Language Processing or Human Language Technology)

https://www.nytimes.com/topic/subject/artificial-intelligence
Q ARTIFICIAL INTELLIGENCE

Artificial Intelligence

News about Artificial Intelligence, including commentary and archival articles published in The
New York Times.

Latest Q Search

EEEEEEEEEEEEEEEEEEEEEEEEETSR
Artificial Intelligence Is Now a Pentagon -

Priority. Will Silicon Valley Help?

The Defense Department, believing that A.. research should be

a national priority, has called on the White House to “inspire a

whole of country effort.”

By CADE METZ [ ]
EEEEEEEEEEEEEEEEEEEEEEEmmnd

August
Avg. 17. 2018 Alexa vs. Siri vs. Google: Which Can Carry
2018 on a Conversation Best?

Digital assistants from Amazon, Apple and Google can only have
meager back-and-forth exchanges with us. Listen to how that
tells us something about where they’re going in the future.

KEITH COLLINS and CADE METZ

Google Employees Protest Secret Work on
Censored Search Engine for China

About 1,400 of the internet company’s employees have signed a

letter demanding transparency, saying censored search results
raise “urgent moral and ethical issues.”

ONGER and DAISUKE WAKABAYASHI
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B httpsy//www.nytimes.com/topic/s

Oct. 7, 2019 America’s Risky Approach to Artificial
Intelligence

We need to stop pretending that Silicon Valley can compete
with China on its own.

By Tim Wu

Xt. 2, 2019 From Your Mouth to Your Screen,
Transcribing Takes the Next Step

Improvements in automatic speech transcription are beginning
to have a significant impact on the workplace.

October
2019

At Tech’s Leading Edge, Worry About a
Concentration of Power
AL research is becoming increasingly expensive, leaving few

people with easy access to the computing firepower necessary to
develop the technology.

ve Lot

23,201 Hope for Our Internet Future

‘We can remake the internet into a force for good.

Q .. Do You Have a Conflict of Interest? This
Robotic Assistant May Find It First

They can't detect all conflicts, but new computer programs serve as
guard rails when scientists and publishers fail to self-police.

November
2020

OUT THERE

Can a Computer Devise a Theory of
Everything?

It might be possible, physicists say, but not anytime soon. And
there’s no guarantee that we humans will understand the result.

Can an Algorithm Prevent Suicide?

The Department of Veterans Affairs has turned to machine-learning
to help identify vets at risk of taking their own lives.
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Do You H Group Backed by Top Companies Moves to
Robotic A Combat A.L Bias in Hiring

Q Oc

Theor has created a format for
They can’t det which is often used to screen job
guard rails wh

By STEVE LOHR

By DALMEET SING
0c THE MEDIA EQUATION

How TikTok Reads Your Mind

It’s the most successful video app in the world. Our columnist has

obtained an internal company document that offers a new level of
detail about how the algorithm works.

Can a Cor .

OQUT THERE

N SMITH

June 2021

It might be po
there’s no gua pHigfi¢keh Ay - BRASEERYAR

By DENNIS OVERB
Who s Parag Agrawal, Twitter's New C.E.O.?

Alongtime Twitter insider and a confidant of co-founder Jack
Dorsey, Mr. Agrawal takes over as the social media company.
confronts various challenges.

Can an Al
By M| ISAAC, KATE CONGER and CADE METZ

The Departme -
to help identify

Space Pagans and Smartphone Witches:

BV BENEPIETEY Where Tech Meets Mysticism

Applications

* Applications of NLP can be broken down into Small and Big

* Small applications include many things you never think about:
* Hyphenation
* Spelling correction
* OCR

e Grammar checkers

* Big applications include:
* Machine translation
* Question answering

* Conversational speech
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Applications

* There’s another kind: Medium
* Speech in closed domains
* Question answering in closed domains
e Question answering for factoids
* Information extraction from news-like text

« Generation and synthesis in closed/small domains.

9
NLP Research
* In between the linguistics and the big applications are a host of hard
problems.
* Robust Parsing
*  Word Sense Disambiguation
* Semantic Analysis
 Etc
* Not too surprisingly, solving these problems involves:
* Choosing the right logical representations
* Managing hard search problems
* Dealing with uncertainty
* Using machine learning to train systems to do what we need
10
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Why Study NLP?

* A hallmark of human intelligence.

* To interact with computing devices using human (natural) languages
« Building intelligent robots (Al)

» Enabling voice-controlled operation

» To access (large amount of) information and knowledge stored in the
form of human languages quickly
» Text is the largest repository of human knowledge and is growing quickly.

* Emails, news articles, web pages, IM, scientific articles, insurance claims,
customer complaint letters, transcripts of phone calls, technical documents,
government documents, patent portfolios, court decisions, contracts, ...

11
NL and NLP
* “Natural” languages = human languages
* English, Russian, Wolof, ...
* Natural Language Processing: any form of dealing with NL
computationally
* Many, many sub-areas; from an Al perspective, 2 are most crucial:
* Natural Language Understanding: understanding the meaning (semantics) of
spoken or written text
* Natural Language Generation: Producing meaningful, relevant language
12
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Fundamental NLP Tasks

* Semantics: map sentence to corresponding “meaning representation” (e.g., logic)
« give(John, Book, Sally)
* Quantification: Everybody loves somebody

*  Word Sense Disambiguation
* orange juice vs. orange coat
*  Where do word senses come from?

* Co-reference resolution:

e The dog found a cookie; He ate it.

e Implicit “text” - what is left unsaid?
e Joe entered the restaurant, ordered, ate and left. The owner said “Come back soon!”

17

« Joe entered the restaurant, ordered, ate and left. The owner said “Hey, I'll call the police

14
Applied NLP
* Machine translation
« Spelling/grammar correction
* Information Retrieval/extraction
* Data mining
* Document classification
* Question answering
* Conversational agents
15
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You See It Daily

* Question answering: Siri, OK Google, Cortana, Alexa
« spelling/grammar correction
* Automated response systems

* To getinput for
* Information Retrieval
* Data mining

 Document classification

« Machine translation

16

Layers of Language PRAGMATICS

* Phonology: The noises you make and
understand

*  Morphology: What you know about
the structure of the words in your
language, including their derivational
and inflectional behavior

* Syntax: What you know about the
order and constituency of utterances

* Semantics: What does in all mean?

*  Whatis the connection between
language and the world?
e®
. . . 07@.3,7/ dse“
+ Discourse: Dealing with larger chunks Mg of phrases 2" -
. . . Q, o
of language; dealing with language in ing in context of 48"
context

17
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Semantics: Meaning

§' = NP'(VP)
= dz[mortal(z) A loves(z)(Thetis)]

NP’ = Name' VP’ = AaNP'(A\yV'(y)(z))

= APP(Thetis) = Az(3z[mortal(z) A loves(z)(z)])
| T
Name' = APP(Thetis) V' = loves NP’ = Det'(N')

= AQ(3z[mortal(z) A Q(z)])

Def = APAQ(32[P(2) A Q(z)]) N’ = mortal

Thetis loves a mortal
18
Semantics
What kinds of things can we not do well with the tools we have
already looked at?
* Retrieve information in response to unconstrained questions: e.g., travel
planning
* Play the “chooser” side of 20 Questions
* Provide accurate information about a topic
e Support human-computer interfaces
Read el I . I .
These tasks require that we also consider semantics: the meaning of
our tokens and their sequences
19
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Semantics

« How do you map a sentence to a semantic representation?

* What are the semantic primitives?

* Schank: 11 (or so) primitives

ATRANS
ATTEND  totake
INGEST— something

« The basis of natural language is conceptual EXPEL inside of
GRASP
* The conceptual level is interlingual, while the MBUILD
sentential level is language-specific MTRANS
. MOVE
De-emphasize syntax _ to apply a
. . . PROPEL force to
» Focus on semantic expectations as the basis for NLU PTRANS
SPEAK
20
Syntax: Grammar
S

.

NP VP

| _— .

N v s

| | ——

YouTube shows Comp S
TN
that NP VP
// AN //\\
D|et ||\| \‘/ N‘P
the cat plays N
piano
21

10
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Syntax is about Sentence Structures

« Sentences have structures and are made up of constituents.
* The constituents are phrases.

* A phrase consists of a head and modifiers.

» The category of the head determines the category of the
phrase

* e.g., aphrase headed by a noun is a noun phrase

22

Alternative Parses

Teacher strikes 1dle kids

S S
NP NP
/\ N\P , /N\P
N N V N N Vv A N

Teacher strikes idle kids Teacher strikes idle kids

23

11
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Phonology: Processing of Sounds

“tsunami”

soonahmi

24

Phonetics

« Physical production/
understanding of

sounds

25

12
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Phonological Ambiguity

« I mate or duck N
* I'm eight or duck

* Eye maid; her duck
* Aye mate, her duck
* I maid her duck All sound like

e I’m aid her duck “I made her duck”
* | mate her duck
* I’'m ate her duck

 |I'm ate or duck

* | mate or duck Y,

26
Human Languages
*  You know ~50,000 words of primary language, each with several
meanings
» Six year old knows ~13000 words
* First 16 years we learn 1 word every 90 min of waking time
* Mental grammar generates sentences
» virtually every sentence is novel!
* 3year olds already have 90% of grammar
* ~6000 human languages — none of them simple!
27

13
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Human spoken language

* Most complicated mechanical motion of the body
*  Movements must be accurate to within half mm

* synchronized within hundredths of a second

* We can understand up to 50 phonemes/sec (normal speech 10-
15ph/sec)

* butif sound is repeated 20 times /sec we hear continuous buzz!

« All aspects of language processing are involved and manage to keep
apace

28
One Huge Challenge in NLP: Ambiguity
* Lexical:
e Label (noun orverb)?
* London (Jack or capital of the UK)?
* Syntactic (examples from newspaper headlines):
*  Prepositional Phrase Attachment: Ban on Nude Dancing on Governor’s Desk
*  Word Sense Disambiguation: Iragi Head Seeking Arms
»  Syntactic Ambiguity (what’s modifying what): Juvenile Court to Try Shooting Defendant
* Semantic ambiguity:
*  “snake poison”
* Rampant metaphors:
e “prices went up”
29

14
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Some Ambiguous Headlines

* Juvenile Court to Try Shooting Defendant

» Teacher Strikes Idle Kids

« Kids Make Nutritious Snacks

* Bush Wins on Budget, but More Lies Ahead

* Hospitals are Sued by 7 Foot Doctors

30
Dealing with Ambiguity
* Four possible approaches:

1. Formal approaches -- Tightly coupled interaction among processing levels;
knowledge from other levels can help decide among choices at ambiguous
levels.

2. Pipeline processing that ignores ambiguity as it occurs and hopes that other
levels can eliminate incorrect structures.

Probabilistic approaches based on making the most likely choices

4. Don’t do anything, maybe it won’t matter

31

15
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What Are Words?

bat

http://www.freepngimg.com/download/bat/9-2-bat-png-hd.png

32

What Are Words?

bats

http://www.freepngimg.com/download/bat/9-2-bat-png-hd.png

33

16
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What Are Words?

Fledermaus

flutter mouse

http://www.freepngimg.com/download/bat/9-2-bat-png-hd.png

34

What Are Words?

Hard to get agreement
* (Human) Language-dependent

« White-space separation is a sometimes okay (for written English
longform)

* Social media? Spoken vs. written? Other languages?

35

17
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What Are Words?

pisirdiler
They cooked it.

36

What Are Words?

pismislermislerdi

They had it cooked it.

37

18
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What Are Words?

38

What Are Words?

my leg is hurting nasty ):

.

39

19
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What Are Words?

add two cups (a pint): bring to a boil

http://www.dummies.com/wp-content/uploads/88513.image4.jpg

40

Why Language is Hard

* NLPis Al-complete

» Abstract concepts are difficult to represent

* LOTS of possible relationships among concepts
* Many ways to represent similar concepts

« Tens of hundreds or thousands of features/dimensions

41

20
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Why Language is Easy

e Highly redundant

» Relatively crude methods provide fairly good results

* Lots of subject matter experts!

42
Some of the Tools
* A mixed bag, at various levels...
Tokenizers
Regular Expressions and Finite State Automata
* Part of Speech taggers
e Grammars
e Parsers
* N-Grams
Semantic Analysis
43

21
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What will it take?

Models of computation (state machines)
Formal grammars

Knowledge representation

Search algorithms

Dynamic programming

Logic

Machine learning

Probability theory

44

A Few Key Problems and Tools

45

22



12/4/24

Text annotation tasks

« Classify the entire document (“text categorization”)

» Classify word tokens individually

* Classify word tokens in a sequence (i.e., order matters)
* Identify phrases (“chunking”)

* Syntactic annotation (parsing)

* Semantic annotation

* Text generation

46
Parts of Speech Tagging
» Part-of-Speech (POS) taggers identify nouns, verbs, adjectives, noun
phrases, etc.
* More recent work uses machine learning to create taggers from
labeled examples
S
T
NP VP
At{\N mp
Fruit flies like Det N
; banana
47
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Named Entities (NE) Tagging

« Persons, places, companies

“Proper nouns”
One of most common information extraction tasks

Combination of rules and dictionary

 Example rules:

Capitalized word not at beginning of sentence
Two capitalized words in a row

One or more capitalized words followed by Inc

Dictionaries of common names, places, major corporations.

* Sometimes called “gazetteer”

48

Reference Resolution

* Discourse Knowledge — what have we just said?

Paula is here. She is ready.

« Domain/World Knowledge

U: I would like to register in a CMSC Course.
S: Which number?

U: 647.

S: Which section?

U: Which section is in the evening?

S: section 1.

U: Then that one.

49

24
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Word Sense Resolution

* Many words have several meanings or senses

* We need to resolve which of the senses of an ambiguous word is
invoked in a particular use of the word

* I made her duck. (meanings?)

50
Word Sense Resolution
* Many words have several meanings or senses
*  We need to resolve which of the senses of an ambiguous word is
invoked in a particular use of the word
* | made her duck. (meanings?)
1. | cooked waterfowl for her benefit (to eat)
2 | cooked waterfowl belonging to her
3 | created the (plaster?) duck she owns
4. |caused her to quickly lower her head or body
5 | waved my magic wand and turned her into undifferentiated waterfowl
* Again, discourse and world knowledge
51

25
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Issues with Statistical Parsing

» Statistical parsers still make plenty of errors
* Tree banks are language specific

» Tree banks are genre specific
« Train on WSJ =» fail on the Web

e standard distributional assumption

* Unsupervised, un-lexicalized parsers exist

* But performance is substantially weaker

52
Big Applications
* POS tagging, parsing and word sense disambiguation are all medium-
sized enabling applications.
* They don’t actually do anything that anyone actually cares about.
*  MT and QA are things people seem to care about.
53

26
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How Difficult is Morphology?

* Examples from Woods et. al. 2000
« delegate (de + leg + ate) take the legs from
» caress (car + ess) female car
» cashier (cashy + er) more wealthy
* lacerate (lace + rate) speed of tatting
* ratify (rat + ify) infest with rodents
* infantry (infant + ry) childish behavior

54
Information Extraction (IE)
* Identify specific pieces of information (data) in an unstructured or
semi-structured text
* Transform unstructured information in a corpus of texts or web pages
into a structured database (or templates)
» Applied to various types of text, e.g.
*  Newspaper
articles . -
= Information
+ Scientific S22 Extraction
articles = System
ext collection
*  Web pages e t
.« etc.
55

27



Traditional IE is narrow

But "Reading” the Web is Tough

IE has been applied to small, homogenous corpora

No parser achieves high accuracy

No named-entity taggers

No supervised learning

How about semi-supervised learning?

57

What makes IE from the Web Different?

Less grammar, but more formatting & linking

Newswire

Apple to Open lIts First Retail Store
in New York City

MACWORLD EXPO, NEW YORK--July 17, 2002--
Apple's first retail store in New York City will open
in Manhattan's SoHo district on Thursday, July 18
at 8:00 a.m. EDT. The SoHo store will be Apple's
largest retail store to date and is a stunning
example of Apple's commitment to offering
customers the world's best computer shopping
experience.

"Fourteen months after opening our first retail store,
our 31 stores are attracting over 100,000 visitors
each week," said Steve Jobs, Apple's CEO. "We
hope our SoHo store will surprise and delight both
Mac and PC users who want to see everything the
Mac can do to enhance their digital lifestyles."

The directory structure, link structure,
formatting & layout of the Web is its own
new grammar.

www.apple.com/retail

Web

Coming Soon

Millenia
Oriando, FL
Grand Opening, October 19

Now Open

Avzona Florida New York
N d what they did on thi
Chandler Fashion The Falls Crossqates e aveng
e Miami Albany
Chandler al pening
Wellington Green Palisades g:usg Opening at the
B}L\lmura Wellington West Nyack See pictures from the grand
e

In the News

Jaguar Launch Event

Al across the country,
thousands of people came
to Apple Stores for the
nighttime Jaguar launch,
Iining up in anticpation of
the release of Mac 05 X
v10.2, See what they wore

' N opening wegkend of Tre
i ional Roosevelt Field
www.apple.com/retail/soho Gorgen City Grove, S et Apol store
—

" - ing notables Eric
you to digital 1 Rine Gifberg
cameras, music, e, eir stuff on the
email and the . A5 "

Internet. Join us
Saturday mornings
for a free Getting

Made on a Mac

sarad ooty | e O R e
for new Mac own Eimaker PP o6 b

Jean Miele Apple Thu  6:30
Theater Events Lancscape Photographer Oct 17 p.m
e TR e Andy Milburn

William Levin Apple Mon_6:30 ‘andy Miourm of the
Address: Cartoon Anmator oct21 pm fiinaking partnership
Soko David Chalk Apple Tu_ 630 tomandandy dscusses their

oro Photographer, llustrator Oct 24 pm. grouncbrezking audio

103 Prince Street and Animetor fschnology called Q MIX,
New York, NY 10012 Day in the Life of Africa  Apple e October 15, 6:30 p.m.
212-226-3126 David Cohen-Publisher oct29 pm Jean Micle

las

Store Hours: nc-Photographer

Monday - Saturday
10am. to 8 p.m.
Sunda Theater

Dougl
Kk

i1am. to6p.m. tore otner i computers
2 replacements for the
Presentation Presented By Date | Time oo
Getting Started on aMac | Apple Every October 17, 6:30 p.m
~Introduction and ==+~ el lavm

-Advanced
Mac 05 X v10.2 2t

David Tarmley-Photographer

New York photographer

Jean Mile discusses how he

reates his large-scale

sacicancunle ncecape
is

Slides from Cohen & McCallum

58

12/4/24

28



12/4/24

Machine Translation

* The automatic translation of texts between languages is one of the
oldest non-numerical applications in Computer Science.

* Inthe past 20 years or so, MT has gone from a niche academic
curiosity to a robust commercial industry.

BEXEHRHISE
ShREZRE

FAENEET D [IIcEDEE
DIZHOATHE] AR KT
ZENCHTBAOREENE
FOFETI.

Q 4550 KEEHFS

s 6@
Huge gun-
d control rallies
d sweep US

Student-led March For Our
Lives events nationwide draw
hundreds of thousands of
protesters.

Q@ 4h US & Canada

59
R ST
Document e 4 T
o . @ This page is in | French ~ | Woul@lyou like to translate it? | Translate | | Nope | [OP"OM'l *
classification § ; 09:39 JO 2010 les Etats-Unis, F'Al *
etle Canada se tirent la bou
MONDE.FR )
URT N El
Les talibans ménent des attaques- 0921 Le Mossad m'a tuer LE HONC —
SUICldeS danS Kabou] » L'actu en continu ' » Les dépécl
Prés de 17 personnes, dont un Frangais et un ftalien, ont été tuées dans une EDITION ABONNES : profitez de 71
série d'attaques revendiquées par les talibans. C'est Iattaque 1a plus © gépéches thématisés -
meurtriére depuis janvier.
2] Air France s'attend a une perte ~ Rendez-vous
| . . ' .
’./ historique pour l'exercice 2009-
. | | 2010
P -
M ac h ine La direction annonce que la compagnie va perdre
. 1,3 milliard d'euros sur l'exercice qui sera clos fin mars
translation
60
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Sentiment Analysis

* The field of sentiment analysis deals with categorization (or
classification) of opinions expressed in textual documents

on the listing for a very specific model

The TV is wonderful. Great size, great picture, easy interface. It makes a cute little song
when you boot it up and when you shut it off. | just want to point out that the 43" does not in
fact play videos fromthe USB .This is really annoying because that was one of the major perks
| wanted from anew TV. Looking at the product description now, | realize that the feature list
applies to the X758 series as a whole, and that each model's capabilities are listed below. Kind
of a dumb oversight on my part, but it's equally stupid to put a description that does not apply

Green color represents positive tone, red color represents negative tone, and

product features and model names are highlighted in blue and brown, respectively.

Natural Language Generation
X ¥ O v X I O v
Turkey! Server issues
o deorrado ‘ Dan Mané
Hi all, Hi team,
We wanted to invite you to join us for an early
Thanksgiving on November 22nd, beginning The server appears to be dropping about 10% of
around 2PM. Please bring your favorite dish! RSVP by requests (see attached dashboards). There hasn't been
next week a new release since last night, so I'm not sure what's
joing on. Is anyone looking into this?
Dave going y 9
@ -| @~ :
Qg€
Count us in! We'll be there! Il check on it EReeeNow fd Imonit
out
< o (m] < O 0

12/4/24

30



12/4/24

Document Labeling/Classification

Iy

SPORTS

63

But what about LLMs?

TECHNOLOGY

ChatGPT

Latest Q, Search

san. 29,2024 Nvidia’s Big Tech Rivals Put Their Own A.I. Chips
on the Table a2z
Chafing at their dependence, Amazon, Google, Meta and Microsoft are E
racing to cut into Nvidia's dominant share of the market.

By CADE METZ, KAREN WEISE and MIKE ISAAC

Jon. 28, 202¢ Hottest Job in Corporate America? The Executive =
in Charge of A.L.

Many feared that artificial intelligence would kill jobs. But hospitals,
insurance companies and others are creating roles to navigate and harness
the disruptive technology.

By YWEN LU

Jan. 26,2024 DEALBOOK NEWSLETTER
The FT.C. Takes on AL Deals

The agency is concerned that transactions including Microsoft’s S13 billion
investment in OpenAI could hinder competition and innovation.

Jen. 25,2024 Federal Trade Commission Launches Inquiry Into

ALl Deals by Tech Giants

The agency plans to scrutinize Microsoft, Amazon and Google for their
investments in the AL start-ups OpenAl and Anthropic.

64
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How Do They Work?

2303.08774v3 [cs.CL] 27 Mar 2023

GPT-4 Technical Report
OpenAI*
Abstract
We report the pment of GPT-4, a large-scale, multi model which can

accept image and text inputs and produce text outputs. While less capable than
humans in many real-world scenarios, GPT-4 exhibits human-level performance
on various ional and academic including passing a simulated
bar exam with a score around the top 10% of test takers. GPT-4 is a Transformer-
based model pre-trained to predict the next token in a document. The post-training
alignment process results in improved performance on measures of factuality and
adherence to desired behavior. A core component of this project was developing
infrastructure and optimization methods that behave predictably across a wide
range of scales. This allowed us to accurately predict some aspects of GPT-4’s
performance based on models trained with no more than 1/1,000th the compute of
GPT-4.

1 Introduction

This technical report presents GPT-4, a large multimodal model capable of processing image and
text inputs and producing text outputs. Such models are an important area of study as they have the
potential to be used in a wide range of applications, such as dialogue systems, text summarization,
and machine translation. As such, they have been the subject of substantial interest and progress in
recent years [1-34].

One of the main goals of developing such models is to improve their ability to understand and generate
natural language text, particularly in more complex and nuanced scenarios. To test its capabilities
in such scenarios, GPT-4 was evaluated on a variety of exams originally designed for humans. In
these evaluations it performs quite well and often outscores the vast majority of human test takers.
For example, on a simulated bar exam, GPT-4 achieves a score that falls in the top 10% of test takers.

. 2 This contrasts with GPT-3.5, which scores in the bottom 10%.

>< On a suite of traditional NLP benchmarks, GPT-4 outperforms both previous large language models
= and most state-of-the-art systems (which often have specific training or hand-engineering).
< On the MMLU [35, 36], an English-language suite of multiple-choice questions covering

57 subjects, GPT-4 not only outperforms existing models by a considerable margin in English, but

65

66

but using at most 10.000x less compute than GPT-4. This prediction was made shortly after the run

— ) 100% + =

2 Scope and Limitations of this Technical Report

This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4 is a
Transformer-style model [39] pre-trained to predict the next token in a document, using both publicly
available data (such as internet data) and data licensed from third-party providers. The model was
then fine-tuned using Reinforcement Learning from Human Feedback (RLHF) [40]. Given both
the competitive landscape and the safety implications of large-scale models like GPT-4, this report
contains no further details about the architecture (including model size), hardware, training compute,
dataset construction, training method, or similar.

‘We are committed to independent auditing of our technologies, and shared some initial steps and
ideas in this area in the system card accompanying this release.> We plan to make further technical
details available to additional third parties who can advise us on how to weigh the competitive and
safety considerations above against the scientific value of further transparency.

3 Predictable Scaling

A large focus of the GPT-4 project was building a deep learning stack that scales predictably. The
primary reason is that for very large training runs like GPT-4, it is not feasible to do extensive
model-specific tuning. To address this, we developed infrastructure and optimization methods that
have very predictable behavior across multiple scales. These improvements allowed us to reliably
predict some aspects of the performance of GPT-4 from smaller models trained using 1,000x —
10,000x less compute.

3.1 Loss Prediction

The final loss of properly-trained large language models is thought to be well approximated by power
laws in the amount of compute used to train the model [41, 42, 2, 14, 15].

To verify the scalability of our optimization infrastructure, we predicted GPT-4’s final loss on our
internal codebase (not part of the training set) by fitting a scaling law with an irreducible loss term
(as in Henighan et al. [15]): L(C) = aC® + ¢, from models trained using the same methodology

32
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but using at most 10.000x less compute than GPT-4. This prediction was made shortly after the run

but using at most 10.000x less compute than GPT-4. This prediction was made shortly after the run

2 /100 — ) 100% + 3 ©

2 Scope and Limitations of this Technical Report

This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4 is a
Transformer-style model [39] pre-trained to predict the next token in a document, using both publicly
available data (such as internet data) and data licensed from third-party providers. The model was
then fine-tuned using Reinforcement Learning from Human Feedback (RLHF) [40]. Given both
the competitive landscape and the safety implications of large-scale models like GPT-4, this report

contains no further details about the architecture (including model size), hardware, training compute,
dataset construction, training method, or similar.

‘We are committed to independent auditing of our technologies, and shared some initial steps and
ideas in this area in the system card accompanying this release.> We plan to make further technical
details available to additional third parties who can advise us on how to weigh the competitive and
safety considerations above against the scientific value of further transparency.

3 Predictable Scaling

A large focus of the GPT-4 project was building a deep learning stack that scales predictably. The
primary reason is that for very large training runs like GPT-4, it is not feasible to do extensive
model-specific tuning. To address this, we developed infrastructure and optimization methods that
have very predictable behavior across multiple scales. These improvements allowed us to reliably
predict some aspects of the performance of GPT-4 from smaller models trained using 1,000x —
10,000x less compute.

3.1 Loss Prediction

The final loss of properly-trained large language models is thought to be well approximated by power
laws in the amount of compute used to train the model [41, 42, 2, 14, 15].

To verify the scalability of our optimization infrastructure, we predicted GPT-4’s final loss on our
internal codebase (not part of the training set) by fitting a scaling law with an irreducible loss term
(as in Henighan et al. [15]): L(C) = aC® + ¢, from models trained using the same methodology
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Known LLM issues

* Bad reproducibility

* Copyrightissues

* Can’t explain what it’s doing

* Can’t remember things long term

e Confident bullshitter

69
Conclusions
* NLP is harder than it might seem naively
* Many subtasks
» Statistical NLP is the dominant paradigm
* supervised learning
* corpus-based statistics (language models)
* Some important limitations in practice!
* NL “understanding” has received very little attention
70
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Our NLP/NLU Class: Course Goals

* Beintroduced to some of the core problems and solutions of NLP
(big picture)

* Learn different ways that success and progress can be measured in
NLP

* Relate to statistics, machine learning, and linguistics

* Implement NLP programs
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Our NLP/NLU Class: Course Topics
* Probability, classification, and the efficacy of simple counting methods
« Language modeling (n-gram models, smoothing heuristics, maxent/log-linear
models, and distributed/vector-valued representations)
« Sequences of latent variables (e.g., hidden Markov models, some basic
machine translation alignment)
* Trees and graphs, as applied to syntax and semantics
* Some discourse-related applications (coreference resolution, textual
entailment)
» Special and current topics (e.g., fairness and ethics in NLP)
* Modern, neural approaches to NLP, such as recurrent neural networks and
transformers (e.g., BERT or GPT-2)
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