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Some more interesting questions

Ethics in AI

1

Meta-questions

• Questions we will not answer today:
• What do “right” and “wrong” mean?
• Who gets to decide what’s right and wrong?
• How do/should those decisions be made?
• What should we do about things that are wrong?

• We’ll use commonly understood ideas of wrong:
• It’s wrong to harm people

• Physically, emotionally, financially…
• It’s wrong to discriminate against people
• It’s wrong to steal from people
• It’s wrong to invade people’s privacy
• It’s wrong to be unfair to people

“Without extenuating 
circumstances,” and 
understanding that 
sometimes there’s no 
“right” alternative

Same rules 
as last time…
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Last time we discussed…

• AI does have ethical implications

• Computers/algorithms/AIs can have real-world, harmful effects

• We care as both information professionals who may be responsible 
(or liable!) for decisions, and as people

• There’s a big, untamed world of AI ethics out there
• Who’s legally liable?
• Who’s regulating?

• What are the open topics? 

• Self-driving cars (and other harmful systems), discriminatory algorithms

3

Some topics we may talk about today

• Bias in artificial intelligence

• LLMs

• AI and jobs

• AI and art

• Deepfakes

• Privacy and surveillance

Or, we may see 
where the 
conversation 
takes us
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Bias in AI

5

Bias in what, exactly?

• AI ≠ Machine learning
• (And ML ≠ deep learning)

• Much modern AI depends on ML

• But exceptions exist

• Bias appears (partly) in models, which are present in all of AI

6
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Algorithmic Bias

• Models can systematically mistreat certain socio-economic groups

• Biased models lead to 
biased policy decisions 

• Need to avoid policies 
that lead to discrimination

• Example: estimating loan 
default risk based on race

Slide: knowledge4policy.ec.europa.eu/sites/default/files/2021_EUCONFMOD_Vega.pptx

Bias has a technical meaning in 
ML: the assumptions that a 
model makes about new data to 
be able to predict an outcome.

That’s not what we’re talking 
about.

7

Bias in AI: What is it?

• What is bias in AI?
• What does it mean?
• How does it manifest?

• Where does bias come from?
• Data and models
• Design decisions
• Ecosystems and people

pixabay.com/illustrations/loan-agreement-signature-business-4273819/
pixabay.com/illustrations/career-resume-hiring-job-interview-3449422/

pixabay.com/illustrations/prescription-medical-doctor-pad-4545598/
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Examples
• A Google search for Jew returns anti-Semitic web pages

• Google’s image tagging algorithm tags black people as ‘Gorilla’

• Men working in residential kitchens in images are labeled women

• A Nikon Coolpix S630 asks if someone blinked on Asian faces

• An image search for “beautiful” returns all white people

• Machine-translated Turkish inserts gendered roles for pronouns

• 28 members of Congress incorrectly recognized by facial recognition software 
trained on a database of mug shots

• Amazon’s resume evaluation software excludes resumes from women

• …and on and on

9

Some examples: Sentencing
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It’s Not Just the Data

• ML bias is not just a 
data problem
• Design assumptions

• Testing metrics
• Makeup of the 

development team

• Decisions about error 
type tradeoffs

• Reporting of failures (or 
lack thereof)

• And, yes, data 
representativeness

Training 
data

Machine 
learner

Prediction 
model Novel dataPredictions

Who labeled it? 
Representative?
Too noisy?
How was it sanitized?

What features does it use?
Who chose the approach?
How is debugging done?

How is success 
measured? Are 
the right things 
being asked?

What type of 
errors occur?
How many 
are still okay?

How does it differ? 
Are the same 
kinds of errors 
okay?

11

Federally Recognized Protected Classes

• Race (Civil Rights Act of 1964); Color (Civil Rights Act of 
1964); Sex (Equal Pay Act of 1963; Civil Rights Act of 
1964); Religion (Civil Rights Act of 1964); National origin (Civil Rights 
Act of 1964); Citizenship (Immigration Reform and Control 
Act); Age (Age Discrimination in Employment Act of 1967); 
Pregnancy (Pregnancy Discrimination Act); Familial status (Civil Rights 
Act of 1968); Disability status (Rehabilitation Act of 1973; Americans 
with Disabilities Act of 1990); Veteran status (Vietnam Era Veterans' 
Readjustment Assistance Act of 1974; Uniformed Services 
Employment and Reemployment Rights Act); Genetic 
information (Genetic Information Nondiscrimination Act)

Sarah Bird, Developing AI (Responsibly)
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Types of Harm

• Harms of allocation: withhold opportunity or resources 

• Harms of representation: reinforce subordination along the lines of 
identity, stereotypes

Sarah Bird, Developing AI (Responsibly)
Cramer et al 2019, Shapiro et al., 2017, Kate Crawford, “The Trouble With Bias” keynote NeurIPS’17]
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Accuracy vs. Fairness?

• Probably not!
• Many definitions of fairness
• Prejudicial results are a form of inaccuracy

• Making a system “fair” does not mean making it less good

14
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Negative Legacy

• When algorithms accurately capture the bias present in existing 
sources

• Codifies decades of systemic bias

• Difficult to remove

• Difficult to identify all relevant factors

• Redlining

• Removing information about class membership can make it worse

https://www.infoworld.com/article/3607748/3-kinds-of-bias-in-ai-models-and-how-we-can-address-them.html
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SAT Score

Missed Credit Card Payments Population 1
Population 2

Is Disparate Treatment Essential? Aaron Roth, 
(un)fairness in 

Machine Learning

16
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SAT Score

Population 1
Population 2

Missed Credit Card Payments

Is Disparate Treatment Essential? Aaron Roth, 
(un)fairness in 

Machine Learning

17

SAT Score

Population 1
Population 2

Upshot: Maybe to be “fair”, the algorithm needs to 
explicitly take into account group membership.

Else, optimizing accuracy fits the majority population. 
(“Fairness Through Awareness” [Dwork et al. 2012])

Missed Credit Card Payments

Is Disparate Treatment Essential? Aaron Roth, 
(un)fairness in 

Machine Learning

18
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Underestimation

• Without examples, ML systems don’t provide reliable predictions

• If your workforce is predominantly male, you can’t make predictions 
about female resumes from the data you have

• One source of bias: you don’t know how well the people would have 
done that you didn’t hire

https://www.infoworld.com/article/3607748/3-kinds-of-bias-in-ai-models-and-how-we-can-address-them.html

19

Sources of Error

• Sample bias: a dataset does not reflect the reality
• Example: facial recognition trained primarily on white men

• Exclusion bias: deleting valuable data thought to be unimportant
• Example: removing geographical data because 98% of customers are in U.S.

• Recall bias: label similar types of data inconsistently
• Example: loan applications labeled by different people as higher or lower risk

• Observer bias: Also known as confirmation bias, observer bias is the 
effect of seeing what you expect to see or want to see in data
• Example: rejecting female resumes as less qualified

www.telusinternational.com/articles/7-types-of-data-bias-in-machine-learning
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Types of Sample Bias

• Reporting bias: the frequency of events in the training dataset doesn’t 
accurately reflect reality
• Example: all customers living in a remote region have a high risk of fraud

• Explanation: investigators hated traveling there, went only in egregious cases

• Selection bias: training data is either unrepresentative or is selected 
without proper randomization
• Example: face recognition performs poorly on Black and female faces
• Explanation: highly white male-dominated training data

itrexgroup.com/blog/ai-bias-definition-types-examples-debiasing-strategies

21

What is Algorithmic Fairness?

• Demographic parity: similar outcomes observed across all groups
• Ex: 20% of female applicants and 20% of male applicants receive loans
• The problem: what if groups actually differ? Men default more than women!

• Equality of false negatives: enforce consistent rates of false negatives 
across all groups
• The percentage of male and female loan applicants that is incorrectly rejected 

is consistent

• The problem: evaluating false negatives is sometimes quite difficult

• Equalized odds: false negative and true negative rates are consistent 
across groups

mostly.ai/blog/we-want-fair-ai-algorithms-but-how-to-define-fairness/
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LLMs

23

What’s a Large Language Model?

• An AI system trained on large amounts of text

• Generative: Generates natural language responses to prompts

• Typically rely on deep learning and transformer models

• Examples include:
• GPT-3

• BERT
• LaMDA

• Galactica
• NeMo LLM

• …
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How do LLMs work?
• Very large corpora of data are fed 

in (training)

• Patterns are identified in text 
(model)

• The LLM prediction is compared to 
the actual words in the text until it 
can generate accurate responses

• Fine-tuning improves performance 
on a particular task

• Trained model predicts the next 
word, given the query and all 
previous words

twitter.com/thealexbanks/status/1624400398114234370

25

What are they good at?

• Machine translation

chat.openai.com/chat, March 2023
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What are they good at?

• Sentiment analysis

chat.openai.com/chat, March 2023

27

What are they good at?

• Question answering

chat.openai.com/chat, March 2023
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What are they good at?

• Sounding human (ish)

chat.openai.com/chat, March 2023

29

What are they good at?

• Creativity?

chat.openai.com/chat, March 2023

30
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What are they good at?

• Conversations

chat.openai.com/chat, March 2023

31

What are they good at?

• (Some) 
programming

twitter.com/amasad/status/1598042665375105024

32
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What are they bad at?

• Hallucinations: Giving answers that sound right but aren’t (remember, 
it’s just probabilistic models of what words go together)

chat.openai.com/chat, March 2023

33

Hallucinations
• Matuszek completed her undergraduate degree in computer science at the Massachusetts 

Institute of Technology (MIT) in 2005. She went on to earn her PhD in computer science from 
the University of Washington in 2013. Her dissertation focused on the use of natural language 
processing (NLP) to enable robots to understand human language commands.

• After completing her PhD, Matuszek worked as a postdoctoral researcher at the University of 
Washington and later as a research scientist at Disney Research in Pittsburgh. In 2015, she 
joined the faculty at UMBC.

• Matuszek's research focuses on developing intelligent systems that can understand and 
interact with humans in natural language. She has worked on a variety of projects, including 
developing robots that can assist with household tasks, creating systems that can help people 
with autism better understand social cues, and designing tools to make it easier for non-
technical users to create and customize intelligent systems.

• Matuszek has received several awards for her research, including the National Science 
Foundation's CAREER award in 2019 and the AAAI/ACM SIGAI Doctoral Dissertation Award in 
2014. She is also a co-founder of the Robotics for All program, which aims to increase diversity 
and equity in robotics education.
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Hallucinations
• Matuszek completed her undergraduate degree in computer science at the Massachusetts 
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interact with humans in natural language. She has worked on a variety of projects, including 
developing robots that can assist with household tasks, creating systems that can help people 
with autism better understand social cues, and designing tools to make it easier for non-
technical users to create and customize intelligent systems.

• Matuszek has received several awards for her research, including the National Science 
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and equity in robotics education.
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What are they bad at?

• Math:

chat.openai.com/chat, March 2023
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What are they bad at?

• Unexpected tasks:

chat.openai.com/chat, March 2023

37

Possible dangers

• Production of discriminatory, biased speech

• Production of speech that perpetuates stereotypes

chat.openai.com/chat, March 2023
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Possible dangers

• The ELIZA effect: it’s easy for people to mistake something that sounds 
human-like for sentience

• Inappropriate belief in the capabilities of the tool 

www.theguardian.com/technology/2023/feb/03/colombia-judge-chatgpt-ruling

39

Possible dangers

• Disturbing 
speech

40
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Possible dangers

• Distressing or dangerous speech

www.artificialintelligence-news.com/2020/10/28/medical-chatbot-openai-gpt3-patient-kill-themselves/

41

Possible dangers

• Copyright/IP violations

chat.openai.com/chat, March 2023
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Possible dangers

• Plagiarism/academic integrity

chat.openai.com/chat, March 2023

43

More possible dangers

• Integrity: easy enough to use LLM-generated text as your own 
without attributing/admitting it
• Although automated detectors exist

• Misinformation harms: hallucinated or otherwise inaccurate text 
that is taken to be correct

• Information harms: from the model leaking (possibly inferred) 
sensitive information

• Human-computer trust: problems arising from people overly 
trusting or identifying with the model

44
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Environmental impact

• Training ChatGPT-3 used $1,500,000 
and $12,000,000 in electricity

• Best guess is that it uses ~10 times 
that to run, monthly

• ChatGPT may have consumed as 
much electricity as 175,000 people 
in January 2023

• Environmental impact of using to 
underlie, e.g., search is astronomical

towardsdatascience.com/chatgpts-electricity-consumption-7873483feac4
kaspergroesludvigsen.medium.com/chatgpts-electricity-consumption-pt-ii-225e7e43f22b

45

Guardrails

• The technical term for code or effort put in explicitly to prevent large 
models from misbehaving

• Frequently hardcoded
• Refuse to answer questions like “Would you hire 

a woman or a man for a software engineer job?”

• Refuse to generate pictures of people at all
• Make sure generated pictures of people are diverse

• “Papering over the cracks”—norm violations, stereotypes, etc. still 
exist in the model, just prevents the most obvious demonstrations
• Example: Using an LLM to evaluate resumes may still have gender bias

Image: lerner.udel.edu/seeing-opportunity/guardrails-and-paradoxes-the-dynamic-mindset-behind-successful-social-enterprises
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When not to use LLMs

1. Where biases and stereotypes risk bleeding
into robot behaviors/speech/decisions

2. Where introduced inaccuracies may be 
problematic

3. Where explainability or demonstrable
correctness are needed

There are lots of application areas that don’t have these characteristics 
where LLMs may be a fantastic underpinning!

Williams et al., THRI 2024

!

47

AI and Jobs

48



12/4/24

25

The fourth Industrial Revolution

1760s            1870s             1969               now?    

commons.wikimedia.org/wiki/File:Industry_4.0.png

49

What is an industrial revolution?

• “A rapid major change in an economy … marked by the general 
introduction of power-driven machinery or by an important change in 
the prevailing types and methods of use of such machines”

• Transition to new ways of doing things, aided by new technology

• Automating or mechanizing away traditionally human jobs
• Generally replacing them with new “operator” positions
• E.g., working on assembly lines replaces hand construction
• Not a 1:1 replacement

• Improves efficiency of the work being done

www.merriam-webster.com/dictionary/industrial%20revolution
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Effects of an industrial revolution

• Long-term gains in global income and availability of goods
• Costs of goods will diminish overall

• More stuff available to more people

• More efficient farming à more food availability
• Overall, humanity can spend more resources on tasks beyond survival

• Short-term decrease in available work
• 2-3 generations

• Increase in the haves/have-nots split (temporarily?)

• Cannot be legislated away or ignored

51

Luddites

52
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The AI-jobs shift

• New jobs will be created as old ones are lost, but…
• The same workers will not necessarily be able to do the new jobs
• Education, upskilling, retraining

• About half will need 6 months–1 year of training
• Who will pay for these?
• Depends in part on the labor movement

• Increased pace of structural unemployment
• Between 75 and 375 million jobs lost by 2030
• Retraining takes time

• Will the same number of jobs be created?
• Will it be “different this time”?

53
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Fairness of the AI-jobs shift

• Who gets displaced?
• Already-marginalized groups make up much of the “at risk” workforce
• Women, BIPOC, older workers…

• Furthering the economic divide
• This divide has 

grown over time
• Worse in the US 

than other industrialized
countries

54

https://www.brookings.edu/research/automation-and-artificial-intelligence-how-machines-affect-people-and-places/

54
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• Human “computers” 

• Switchboard operators

• Elevator operators

• Cashiers

• Factory workers

• Warehouse workers

• Cab dispatchers

• Data entry clerks

• Stock traders

• Travel agents

• (Some) hotel workers

• Proofreaders

• Telemarketers

• Toll takers

What jobs has AI already taken?

55

• Different warehouse workers

• Journalists

• Customer service reps

• Architects

• Pharmacists

• Illustrators

• Recycling sorters

• Meat processing workers

• Agriculture

• Taxi drivers

• Doctors (some)

• Accountants

• Translators

• Shelf stocker

What jobs are in transition?

56
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• Pilots

• Hiring managers

• Surgeons

• Tutors

• Bartenders

• Waiters

• Lawyers

• Bus drivers

• Truckers

• Soldiers

• Receptionists <?>

• Software developers

• Cleaning staff

• Fast food workers

What jobs should be worried?

57

What jobs will AI take next?

• Actually, really hard to predict
• Rule based, repeatable, predictable, vs.
• Unpredictable, creative, empathetic

• Fine, but what do those mean?

• Salespeople and customer service 
benefit from empathy
• But we still have self checkout

• Writing news articles is creative

• “Predictable” is hard to apply

www.bloomberg.com/news/articles/2018-05-17/ai-made-incredible-paintings-in-about-two-weeks
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The implications of robotics

• 1969 vs. now
1. Machine learning boom
2. Physical agents

• What tasks can physical agents do 
that pure computers can’t?

https://www.latimes.com/business/technology/story/2020-02-27/flippy-fast-food-restaurant-robot-arm

59

AI in Hiring

• Technology is consistently used for hiring

• Resume evaluation
• Also automated tools for evaluating your resume 

before you turn it in to be automatically evaluated

• Candidate evaluation
• Performance on tasks
• Facial expressions

• Voice analysis

• How do we feel about this?

clipart.world/resume-clipart/resume-clipart-free-10/
www.women-in-technology.com/wintec-blog/face-to-face-with-facial-recognition
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Roles of AI in Human Resources

• Sifting out resumes from online sources

• Analyzing employee referrals to find the most promising

• Using data to understand retention and turnover

• Chatbots for internal engagement and question answering

• Designing/identifying internal learning and development needs

• Workforce analytics

www.cmswire.com/digital-workplace/7-ways-artificial-intelligence-is-reinventing-human-resources/

61

Ethical responsibilities

• What responsibilities do employers have?
• When hiring?
• To existing employees?

• To shareholders?
• What other stakeholders are there?

• What responsibilities do employees have?

• What responsibilities do legislators have?
• How can legislation help?

• What responsibility does society have?

62
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AI and Art

63

AI and Copyright
• Can AI-generated work be copyrighted?

• Under current law, copyrights must be held by “people”
• Obviously underdefined – when does an AI 

become a person?
• To copyright something, it must be 

“minimally creative”
• So far the US Copyright Office has refused copyright 

to AI-generated work
• Cannot copyright the “style” of a work

• Is it a copyright violation to train something on someone’s work?
• Depends on what courts decide, or laws that get passed

• Who’s liable for copyright infringement? OpenAI? Users?

“realistic 3d rendering of mickey 
mouse working on a vintage 
computer doing his taxes”

Stable Diffusion

https://waxy.org/2022/08/exploring-12-million-of-the-images-used-to-train-stable-diffusions-image-generator
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More on copyright©  

• “Derivative works” are those 
based on previous works
• Must be largely copied from 

prior work

• Are any works trained on 
something derivative?

• Usually case-by-case

• What about “fair use”?
• Fair use is complicated

• Court cases are underway!

Image: www.theverge.com/2023/1/17/23558516/ai-art-copyright-stable-diffusion-getty-images-lawsuit

65

“Art”?

• Who is the “artist,” and 
what rights do they 
have?

• What qualifies as “art?”
• Does quality matter?

• Does AI-generated art 
threaten the existence 
of human artists?

• What about AI-
generated and then 
human-modified?

Award winning ‘Théâtre D’opéra
Spatial’ by Jason Allen/Midjourney
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What qualifies as “art?”

• Conventional definitions:
• An artwork is an artifact made for the public to experience.[1]

• It is an evolution of works that came before.[1]

• It is an expression of creativity.
• It was a deliberate work.

• Can be functional (it is created, people experience it) or intrinsic (it expresses 
creativity, it was an intentional work).

• “the product of imagination, skill, experience, and emotion, usually 
meant to represent something and for the public to enjoy.”[1] (emph mine) 

• So whether AI art counts depends on our definition

[1] Stanford Encyclopedia of Philosophy
[2] https://www.makeuseof.com/is-ai-generated-art-real-art/

67

Is it plagiarism?
• What © is trying to address

Is it wrong…

• To look at someone’s work and do 
something in that style?
• Tacky, but not usually plagiarism
• Is it unethical, even if it’s not 

illegal?

• To make a mediocre copy of 
someone’s work?
• We would usually consider that 

plagiarism

• How close is it to the original?

Images: stablediffusionweb.com/#demo
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Prompt engineering

• What you get out of large models 
depends on what you put in

• Figuring out this “prompt” is a 
specialized skill

• Jason Allen spent time figuring out 
the prompt, as well as adjusting the 
final image
• Simple prompts:

• Storm trooper in the desert, high-
detail, dramatic lighting, digital art

• Cyberpunk style city street at 
night, unreal engine 5

https://www.makeuseof.com/ai-art-prompt-ideas/

69

https://mpost.io/top-50-text-to-image-prompts-for-ai-art-
generators-midjourney-and-dall-e/

viking north druid 
lich mermaid king 
wise old man god 
of death witch 
pagan face 
portrait, 
underwater, 
covered in runes, 
crown made of 
bones, 
necromancer, 
zdzisław beksiński, 
mikhail vrubel, hr
giger, gustav klimt, 
symmetry, 
mystical occult 
symbol in real life, 
high detail, green 
light --ar 9:16

full body character + 
beautiful female 
neopunk wizard 
opening a portal to 
the sidereal 
multiverse :: 
Mandelbrot neuro 
web :: intricate galaxy 
inlay + ultra high 
detail, plasma neon 
internal glow, precise 
:: consciousness 
projection :: astral 
projection :: laser 
sharp, octane render 
+ unreal render + 
photo real :: 8k, 
volumetric lighting 
high contrast --
uplight --quality 2 --
stop 80 --ar 9:16
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Is it fair to (human) artists?
• Should AI-derived art have 

won a contest?

• Are computers better at art 
than people?

• Is it fair to artists whose 
work is used as training data?

• ‘On first seeing a photograph around 
1840, the influential French painter 
Paul Delaroche proclaimed, “From 
today, painting is dead!”’[1]

[1] https://www.barnesfoundation.org/whats-on/early-photography

71

Does it threaten human artists?

• No…
• No more than the camera killed painting
• People create art for the experience of it

• Why would people view AI art instead?

• And yes…
• Some jobs rely on human art capabilities
• Illustrators, interior design, graphic design

• AI can create images much faster

• There will likely be less paid art work
• There are already more artists than jobs Dall-E, “AI killed the artist”

https://openai.com/product/dall-e-2
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Is AI art original?

• No…
• Depends on a very large set 

• Dall-E: 400 million

• Stable diffusion: 2.3 billion

• And yes…
• What is created is entirely new, and hasn’t existed before
• People create art as a sum of what they have seen

• What do people add that AI doesn’t?

• What about “creative?”
• Argument: AI models “learn” how to create

https://waxy.org/2022/08/exploring-12-million-of-the-images-used-to-train-stable-diffusions-image-generator/

some of the images with the highest “aesthetic” score

73

What about disturbing images?

• Sometimes art is deliberately provocative

• Nonetheless, we usually limit certain kinds of images
• By age; by social context (e.g. at work)

• Some up-front filters exist, but can be worked around
• Prompts that work: “sexually explicit [x]”; “man hitting a woman”

• Stable Diffusion is open-source—easy to create your own version

• Does it make a difference that things are easy to create quickly?
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Stereotypes

• Art generators are trained on the internet

• Negative legacy: implicit (usually) bias is present in the training data

https://www.theguardian.com/technology/2022/may/04/techscape-openai-dall-e-2

75

Sexualization and filters

• Art generators are trained on the internet
• “But while Lensa generated realistic yet flattering 

avatars for [my colleagues]—think astronauts…— I 
got tons of nudes. … I have Asian heritage, and that 
seems to be the only thing the AI model picked up 
on from my selfies.”[1]

• Of course, some people are using this deliberately

• Some filters reflect prejudices on the part of 
developers
• BARD will define “straight” but not “gay”

www.queerinai.com/blog/when-chatgpt-calls-you-a-dyke
[1] www.technologyreview.com/2022/12/12/1064751/the-viral-ai-avatar-app-lensa-undressed-me-without-my-consent
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Deepfakes

77

Deepfakes

• What is a deepfake?

• “Deepfakes (a portmanteau of "deep learning" and "fake") are 
synthetic media in which a person in an existing image or video” (or 
voice) “is replaced with someone else's likeness.” [1]

• Historical difference: using AI makes deepfakes easier and faster to 
produce than traditional photo retouching

• “Deepfakes have garnered widespread attention for their uses in 
creating child sexual abuse material, celebrity pornographic videos, 
revenge porn, fake news, hoaxes, bullying, and financial fraud”[1]

[1] https://en.wikipedia.org/wiki/Deepfake
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www.youtube.com/watch?v=oxXpB9pSETo
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www.youtube.com/watch?v=VzhN7LyNJHs
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Deepfakes generation

• Existing tools make it very easy

• Primarily for video work – voices are harder, but possible

https://icons8.com/swapper
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First, some positive uses

• Education: Bring historical figures to life
• JFK’s speech on ending the Cold War, which was never delivered

• Entertainment

• Bringing art to “life”

• Providing support for
disabled persons

www.youtube.com/watch?v=P2uZF-5F1wI
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Positive uses

• Allowing anonymity for endangered people, e.g., journalists in 
autocratic regimes

• Reach and message amplification
• E.g., Beckham’s malaria message

• Innovation: allowing for new
technologies
• Trying actions or clothes
• Decorating spaces

www.youtube.com/watch?v=QiiSAvKJIHo
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Deepfakes and politics

• The “post truth” era: “Relating to or denoting circumstances in which 
objective facts are less influential in shaping public opinion than 
appeals to emotion and personal belief”[1]

• Truth is less important than emotional response/personal belief

• News sources are increasingly less held accountable for factual 
accuracy

• Spread of news obtained via social media increases the speed of 
misinformation

• “Once a political narrative is shifted, it’s almost impossible to bring it 
back to its original trajectory”[2]

en.wikipedia.org/wiki/Post-truth
[1] languages.oup.com/word-of-the-year/2016/

[2] www.theguardian.com/technology/ng-interactive/2019/jun/22/the-rise-of-the-deepfake-and-the-threat-to-democracy
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Pre-election deepfakes
twitter.com/EliotHiggins/status/1637927681734987777

www.youtube.com/watch?v=KftE9Uef4OU
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Deepfakes and pornography

• 96% of deployed deepfakes are nonconsensual pornography

• Revenge porn, blackmail and extortion, and public discrediting of 
women
• Generally, technology doesn’t currently work on men
• Does, however, work on children 🤢

• Face-swap onto existing video

• Deepnudes – generate 
an undressed version 
of an image

www.zive.cz/clanky/deepnude-stale-krade-zenam-plavky-vyzkouseli-jsme-vylepsenou-verzi-ai-pozor-nsfw/sc-3-a-221015
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Results of sexually explicit media online

• Barriers to or loss of employment

• Harassment

• Social isolation

• Threats or acts of violence

• Inherent mental trauma

cyber.forum.yale.edu/blog/2021/7/20/deepfake-pornography-beyond-defamation-law
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Legal recourse

• Very limited – as usual, law has not kept pace with technology

• Revenge porn is banned in 46 states, but only 2 include faked porn

• If a copyrighted photo is used, IP law may apply

• If the victim can prove the perpetrator’s intent to harm, it’s possible to 
use harassment law
• This is a very high bar

• Defamation law requires intent to deceive

• Right now, for the most part, deepfakes are legal
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Deepfakes and scams
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Deepfakes and scams

• Scammers posted on social media a deepfake video featuring Oleg 
Tinkov, the founder of Tinkoff Bank, which is one of the 15 largest 
banks in Russia. The “clone” of Tinkov called on people to use the 
bank’s investment tools, promising to give every client 50 percent of 
the amount of investment as a bonus. Once users clicked on the link 
mentioned in a video, they were taken to a fake website of the bank 
and asked to share their names, emails, and phone numbers.

• The second scammer posed as an American who, after months of 
communication, told her that he had been imprisoned overseas. The 
woman asked “Buck” to help to release the prisoner, and “the admiral” 
made her transfer thousands of dollars “to pay the lawyer.”

slate.com/technology/2021/09/deepfake-video-scams.html
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Deepfakes and death

• Synthetically generated responses to questions

• Posthumous use of images

• Creation of new interactions

91

Deepfakes and ethics

• Control of identity

• Lack of consent

• Obvious wrongs
• Use to intimidate, humiliate, or blackmail
• Scams
• Misinformation and impact on people’s beliefs

• Less obviously wrong
• Posthumous use of people’s identity
• Deliberate use to extend reach (may still be deceptive)
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